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A B S T R A C T  
 

 

This paper proposes a reduct construction method based on discernibility matrix simplification. The 

method works with genetic algorithm. To identify potential problems and prevent complete failure of 
bearings, a new method based on rule-based classifier ensemble is presented. Genetic algorithm is used 

for feature reduction. The generated rules of the reducts are used to build the candidate base classifiers. 

Then, several base classifiers are selected according to their diversity and the scale of them. Weights of 
the selected base classifiers are calculated based on a measure of support rate. The classifier ensemble 

is constructed by the base classifiers. The accuracy reached 98.44% which is 4.5% higher than that of 

the three base classifiers. 
 

doi: 10.5829/idosi.ije.2017.30.04a.20 
 

 
1. INTRODUCTION1 
 

Data analysis, dependency analysis, and learning are 

some of the most important applications of rough set 

theory. In those applications, it is typically assumed that 

we have a finite set of objects described by a finite set 

of attributes. The values of objects on attributes can be 

conveniently represented by an information table, with 

rows representing objects and columns representing 

attributes. Failures of rotary machineries is a vital 

problem in plants which are expected for a long running 

of machines. There is an increasing demand for 

techniques able to utilize the sensor data to diagnose 

faults of rotary machineries. The faults arising in 

rotating machines are usually caused by damages and 

failures in bearings, gears and shafts. There are some 

variations in vibration signals of bearings when faults 

happen. Several advantages for machine condition 

monitoring and fault diagnosis, as reducing maintenance 

costs, improving productivity and increasing machine 

availability, were formerly reported. Bearing is one of 

the most vital components in the industries. The 

importance and need to the bearing is clear; therefore, 
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fault diagnosis of bearings is a core research area in the 

condition monitoring field [1]. Variations of the 

vibration signal are either small or buried in strong 

noises, and cannot be detected easily from vibration 

signals. To solve these problems, the signal processing 

and feature extraction are performed first. The 

wavelet transform, empirical mode decomposition 

(EMD), local mean decomposition (LMD) and their 

improved method have been widely used to get the 

components with high signal-noise ratio, based on 

which features are extracted to describe the symptoms 

of bearings. Heidari et al. [2] used wavelet transform for 

fault diagnosis of bearing and gears of a gearbox. Six 

dimensionless time-domain features and five 

dimensionless frequency-domain features were 

extracted based on the EMD for fault diagnosis of 

rolling bearings [3]. The feature vectors for bearings 

under variable conditions were acquired by applying the 

singular value decomposition (SVD) to the product 

functions  decomposed by the LMD [4]. In order to 

lessen human intervention, increasing the accuracy and 

shortening the time of fault diagnosis, plenty of works 

have been reported on the fault classification methods. 

The KNN algorithm, probabilistic NN, PSO optimized 

SVM and a rule-based method were compared in terms 

of accuracy, time consumption, intelligibility, and 
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maintainability for fault diagnosis of two different types 

of bearings [5]. The fuzzy lattice classifier (FLC) and 

fuzzy lattice reasoning (FLR) were applied for faults 

diagnosis of bearing [6]. The rule-based method gave 

classification results based on the rules in the form of ‘if 

condition type’. The advantage of this method was that 

they were much more transparent in decision making 

process. In this paper, rule-based fault diagnosis by 

semantic attributes is carried out using an ensemble of 

classifiers. The motivation behind the use of a classifier 

ensemble was that ensembles were proved to provide 

accuracies higher than any of the single base classifiers 

that constituted them [7]. Furthermore, reliance on 

different classifiers rendered the reasoning more robust. 

Yu [8] proposed a new manifold learning algorithm, 

joint global and local/nonlocal discriminant analysis, 

which aimed to extract effective intrinsic geometrical 

information from the given vibration data. Comparisons 

with other regular methods, principal component 

analysis, local preserving projection, linear discriminant 

analysis and local LDA, illustrate the superiority of 

GLNDA in machinery fault diagnosis. Yijing et al. [9] 

proposed an adaptive multiple classifier system named 

AMCS to cope with multi-class imbalanced learning, 

which makes a distinction among different kinds of 

imbalanced data. The AMCS included three 

components, which were, feature selection, resampling 

and ensemble learning. Each component of AMCS was 

selected discriminatively for different types of 

imbalanced data. Rathore and kumar [10] presented 

ensemble methods for the prediction of number of faults 

in the given software modules. The experimental study 

was designed and conducted for five open-source 

software projects with their fifteen releases, collected 

from the PROMISE data repository. The results were 

evaluated under two different scenarios, intra-release 

prediction and inter-releases prediction. The prediction 

accuracy of ensemble methods was evaluated using 

absolute error, relative error and measure of 

completeness performance measures. In addition, a new 

classifier combination rule based on the consensus 

approach of different classification algorithms during 

the ensemble modelling phase has been proposed [11]. 

The remainder of the paper has been arranged as 

follows:  

Section 2 describes the construction of base 

classifiers. Overview of classifier ensemble is presented 

in Section 3. More details of modeling with proposed 

method and the simulation results are given in Section 

4; the paper is concluded with Section 5. 
 

 

2. CONSTRUCTION of BASE CLASSIFIERS 
 
Feature reduction is used with a method based on the 

rough set (RS) [12] and genetic algorithm (GA). Rough 

set theory is one of the mathematical tools that deals 

with feature reduction to find a minimal subset. The 

basic concept is by making an upper and a lower 

approximation of the data set. The feature reduction is 

achieved by comparing equivalence relations generated 

by feature sets considering the dependency degree as an 

important measure; features are removed and the 

reduced feature set provides the same dependency 

degree as the original. The base classifiers utilized the 

rules generated on the basis of the reducts of features to 

identify fault of the bearings. 

 
2. 1. Discernibility Matrices            Two objects are 

discernible if their values are different in at least one 

attribute. Skowron and Rauszer [13] suggested a matrix 

representation for storing the sets of attributes that 

discern pairs of objects, called a discernibility matrix. 

An information table (IT) can be defined as follow: 

𝐼𝑇 = (𝑈, 𝐴, 𝑉)  (1) 

𝐴 = 𝐶 ∪ 𝐷  (2) 

𝑈 = {𝑥1, 𝑥2, … , 𝑥𝑚}  (3) 

𝐶 = {𝑎1, 𝑎2, … , 𝑎𝑛  (4) 

𝐷 = {𝑑}  (5) 

where U is a non-empty finite set of objects, A is a non-

empty finite set of attributes and V is a value set of A. 

An information table represents all available 

information and knowledge. That is, objects are only 

perceived, observed, or measured using a finite number 

of attributes. In Equation (3), 𝑥𝑖 (i=1, 2, …, m) indicates 

the ith object. In Equation (4), 𝑎𝑗 (j=1, 2, …, n) 

indicates the jth condition attribute. Also parameter d 

shows the decision attribute. The discernibility matrices 

of IT is a 𝑚 × 𝑚 matrices. Each entry 𝑒𝑖,𝑗  consists of the 

set of attributes that can be used to discern between 

objects 𝑥𝑖 and 𝑥𝑗 (j=1, 2, …, m) [14], 

𝑒𝑖,𝑗 = {
{𝑎𝑘 ∈ 𝐶|𝑎𝑘(𝑥𝑖) ≠ 𝑎𝑘(𝑥𝑗), 𝑑(𝑥𝑖) ≠ 𝑑(𝑥𝑗)

∅, 𝑑(𝑥𝑖) = 𝑑(𝑥𝑗)                                           
  

𝐸 = {𝑒𝑖,𝑗|𝑒𝑖,𝑗 ≠ ∅}  

(6) 

 

2. 2. Feature Reduction by GA     The GA is a 

heuristic for function optimization, where the minima or 

maxima of the function cannot be built analytically. A 

population of potential solutions is refined iteratively by 

employing a strategy inspired by Darw inistic evolution 

or natural selection. The GA promotes “survival of the 

fit test” [15]. It has been used successfully in many 

fields for optimization problems [16, 17]. In this paper, 

feature reduction is a process to compute minimal 

hitting sets [9] of the discernibility matrices. The GA is 

employed to solve the problem. The fitness function 𝑓1 

of GA is defined as bellow: 

http://www.sciencedirect.com/science/article/pii/S0950705116305202
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𝑓1(𝐵) = (1 − 𝛼).
|𝐶|−|𝐵|

|𝐶|
+ 𝛼. min {𝜀,

|{𝑒∈𝐸|𝑒∩𝐵≠∅}|

|𝐸|
} (8) 

In Equation (8), symbol ||, α and ε are the length of a 

set, a weighting between subset lengths and hitting 

fraction and a minimal value for the hitting fraction, 

respectively. The subsets B of C are found through the 

evolutionary search driven by the fitness function and 

are “good enough” hitting sets, i.e., have a hitting 

fraction of at least ε, and are collected as reducts in a 

candidate collection. 

 

 

3. CONSTRUCTION of CLASSIFIER ENSEMBLE 
 
Each reduct in the above candidate set can be used as an 

independent classifier with its rules generated. Several 

of them can also be combined together to construct a 

classifier ensemble. Figure 1 shows the diagram of a 

classifier ensemble. A set of different base classifiers 

{𝐶1, 𝐶2, … , 𝐶𝑝} are constructed from a labelled data set 

X.  

A popular pair wise diversity measure according to 

the correlation between the performances of the two 

classifiers (the numbers of patterns correctly/wrongly 

classified) is adopted. Let i and j be a pair of base 

classifiers. The correlation between the outputs of i and 

j can be measured as: 

𝑐𝑜𝑟𝑟𝑖,𝑗 =
𝑁11𝑁00−𝑁01𝑁10

√(𝑁11+𝑁10)(𝑁01+𝑁00)(𝑁11+𝑁01)(𝑁10+𝑁00)
  (9) 

where 𝑁𝑎𝑏 is the number of test patterns classified 

correctly (a = 1) or incorrectly (a = 0) by the classifier i 

and correctly (b = 1) or incorrectly (b = 0) by the 

classifier j. Classifiers that tend to recognize the same 

patterns correctly will have positive values of 𝑐𝑜𝑟𝑟𝑖,𝑗, 

whereas those which commit errors on different patterns 

will render 𝑐𝑜𝑟𝑟𝑖,𝑗 negative. A correlation-based 

diversity index between classifiers i and j can then be 

defined based on the correlation coefficient of Equation 

(9) as: 

𝑑𝑖𝑣𝑖,𝑗 =
1−𝑐𝑜𝑟𝑟𝑖,𝑗

2
  (10) 

 

 

C1 CpC2

C=φ(C1,C2,…,Cp)

…

X

(x,?)

(x,l)
 

Figure 1. Diagram of a classifier ensemble 

For a classifier ensemble G consists of more than two 

classifiers, its diversity index is calculated based on the 

average of diversity indexes of every pair of classifiers 

in G as: 

𝑑𝑖𝑣(𝐺) =
2

|𝐺|(|𝐺|−1)
∑ 𝑑𝑖𝑣𝑖,𝑗

|𝐺|(|𝐺|−1)

2

𝑖,𝑗=1,𝑖<𝑗   (11) 

The GA is adopted to select the optimal combination of 

base classifiers considering the diversity and scale of 

the ensemble. The fitness function 𝑓2 is defined below: 

𝑓2(𝐺) = (1 − 𝛽). (
|𝐻|−|𝐺|

|𝐻|
) + 𝛽. 𝑑𝑖𝑣(𝐺)  

 

(12) 

In Equation (12), H and 𝛽  are the collection of all base 

classifiers and a weighting between the diversity and 

scale of the ensemble, respectively. An improved 

approach based on the static weighted voting (SWV) 

[18] is developed to integrate the predictions of the base 

classifiers in this paper. The SWV method involves in 

assigning a unitary vote to each base classifier 𝐶𝑘, 𝑘 =
1,2, … , 𝑝, and in multiplying that vote by a weight 

𝜔𝑘 ∈ [0,1] proportional to the accuracy of the classifier 

measured in terms of the mean recognition rate (MRR), 

i.e. the fraction of patterns it correctly classifies. In this 

respect, a third set is required to compute the weights of 

the base classifiers. However, the 𝜔𝑘 used in the SWV 

is a measure of accuracy on the whole despite of a 

specific class l. Since the classification is implemented 

with rules, a measure called support rate (SR) is used to 

replace the MRR. It is defined as: 

𝑆𝑅𝑘,𝑙 =
𝑁𝑐𝑘,𝑙

𝑁𝑎𝑘,𝑙
  

 

(13) 

In Equation (13), 𝑁𝑐𝑘,𝑙 and 𝑁𝑎𝑘,𝑙 are the number of 

objects which are correctly assigned to class l by kth 

base classifier and the number of objects which are 

assigned to class l by kth base classifier, respectively. 

Each class l of the qth test object receives an ensemble 

vote given by the sum of all weights assigned to that 

class: 

𝑣𝑙
𝑞

= ∑ 𝑆𝑅𝑘,𝑙 . 𝛿𝑙,𝑘
𝑝
𝑘=1   (14) 

Finally, the qth test object is assigned to the class 𝑙𝑞 

with the highest ensemble vote: 

𝑙𝑞 = arg (𝑚𝑎𝑥1≤𝑙≤𝑟(𝑣𝑙
𝑞

))  (15) 

where, r is the total number of classes. 

 

 

4. MODELLING in FAULT DIAGNOSIS with 
VIBRATION SIGNAL 
 
Vibration signals were obtained from the bearing data 

center [19]. Bearing of the motor shaft was SKF6203.  

Electro-discharge machining has been used to 

introduce defects to the bearings. The fault diameters 

was 0.1778 mm. Four cases such as outer race fault, 

inner race fault, ball fault, and the normal bearing were 
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considered. Vibration signal of each condition of 

bearing was collected by accelerometers, which were 

attached to the housing of fan end bearings. The 

sampling frequency was 12000 Hz. Vibration signals 

were obtained under the speed of 1730, 1750, 1772 and 

1797 r/min. The EMD method is used to decompose the 

320 signals into IMFs separately. IMF is intrinsic mode 

function. An IMF is defined as a function that satisfies 

the following requirements: 

1. In the whole data set, the number of extrema and the 

number of zero-crossings must either be equal or differ 

at most by one. 

2. At any point, the mean value of the envelope defined 

by the local maxima and the envelope defined by the 

local minima is zero. 

It represents a generally simple oscillatory mode as a 

counterpart to the simple harmonic function. By 

definition, an IMF is any function with the same 

number of extrema and zero crossings, whose envelopes 

are symmetric with respect to zero. This definition 

guarantees a well-behaved Hilbert transform of the IMF 

[20]. Then, the same features used in the literature [3] 

are extracted on the first IMF for comparison of the two 

methods. These included six time-domain parameters, 

i.e. shape factor (SI), impulse factor (IF), crest factor 

(CF), clearance indicator (CI), skewness (SK), and 

kurtosis (KI), and five frequency-domain features, i.e. 

FT, FC, FI, FO and FB. In the other word, FT and FC 

are fundamental train frequency and combined fault 

frequency of bearing, respectively. 

Also, FI, FO and FB are fault frequencies 

relationship with inner race fault, outer race fault and 

ball fault of bearing, respectively. An example of the 

fault decision (Dec) table (a kind of IT defined in 

Equation (1)) was given in Table 1, where NC, IRF, 

ORF, BF indicated the normal condition, inner race 

fault, outer race fault, and ball fault, respectively. 

 
4. 1. Fault Diagnosis of Bearing        Flow chart of 

the fault diagnosis in bearing is described in Figure 2. In 

the first step, fault decision table containing 320 objects 

is discretized and partitioned into XTRN, XIND and XTST 

at a ratio of 3:3:2. 

Afterward, base classifiers are obtained by 

performing the GA with its fitness function defined in 

Equation (8) on the XTRN. Then, base classifiers is 

selected to construct a classifier ensemble by GA on the 

XIND. Next, the XIND is used to determine the weights of 

each base classifier. Finally, the performance of the 

classifier ensemble is evaluated by the XTST. 

 

4. 2. Results           Firstly, discretization was done. The 

mean of each feature was calculated, and the values in 

the vector which were less than the mean were 

designated to zero, otherwise were assigned to one. 

Zero and one indicated the low level and high level of 

the index, respectively. Perform the GA with its fitness 

function defined in Equation (8) on the XTRN, where 

α=0.33, ε=0.85. The initial population of GA was 70, 

probability of one-point crossover was 0.3 and 

probability of mutation was 0.05. 13 reducts were 

output. Their accuracy of fault classification on XTRN 

ranged from 78 to 100%. Scale of them ranged from 4 

to 10. The large-scale reducts had higher accuracy on 

the training set, their generalization ability was usually 

not very good. At this point of view, reducts containing 

5 features were put into the candidate collection. They 

are listed in Table 2. 

Each reduct had a corresponding rule set. For 

example, 18 rules were generated based on the first 

reduct in Table 2. They were given in Table 3. 

Classify objects in XIND using the reduct in the 

candidate collection and its generated rule set. Perform 

the GA with its fitness function defined in Equation (12) 

with 𝛽 =0.65. The searching result showed that 

{{CF,FT,FC,FI,FB},{SK,FT,FC,FI,FB},{CF,SK,FT,FC,

FI}} was a good enough choice balancing the diversity 

against the scale. The weights of 𝑆𝑅𝑘,𝑙 calculated on the 

XIND are listed in Table 4. 

The classifier ensemble was constructed. The final 

step was to evaluate its performance on the XTST. 

Comparison of the accuracy among the base classifiers 

and the classifier ensemble is given in Table 5. 

 

 
TABLE 1. Decision table [15] 

SI IF CF CI SK KI FT FC FI FO FB Dec 

1.248 5.629 4.138 6.533 -0.037 4.159 3.475 13.757 2.761 6.893 4.182 NC 

1.219 5.776 4.745 6.690 -0.001 3.715 13.141 9.114 3.241 4.657 5.587 NC 

1.308 5.269 4.033 6.282 0.063 4.189 7.711 13.858 38.618 4.549 2.559 IRF 

1.399 6.332 4.535 7.757 0.065 5.998 13.882 25.542 39.17 17.302 5.039 IRF 

1.642 10.445 6.348 13.655 -0.032 13.947 36.815 23.199 11.924 27.907 12.092 ORF 

1.559 10.371 6.669 13.201 0.005 12.479 32.058 22.125 7.018 22.252 9.812 ORF 

1.328 4.798 3.627 5.726 -0.048 4.333 4.759 5.502 4.287 6.568 10.223 BF 

1.251 3.863 3.213 3.379 0.003 2.674 7.096 4.271 7.501 4.272 8.521 BF 

https://en.wikipedia.org/wiki/Maxima_and_minima
https://en.wikipedia.org/wiki/Maxima_and_minima
https://en.wikipedia.org/wiki/Maxima_and_minima
https://en.wikipedia.org/wiki/Oscillation
https://en.wikipedia.org/wiki/Harmonic
https://en.wikipedia.org/wiki/Maxima_and_minima
https://en.wikipedia.org/wiki/Hilbert_transform
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Figure 2. Process of the experiment 

 

 
TABLE 2. The candidate collection of reducts 

No. Reduct Accuracy Scale 

1 {CF,FT,FC,FI,FB} 83 5 

2 {CF,SK,FC,FT,FB} 80 5 

3 {SI,FT,FC,FI,FB} 79 5 

4 {CF,SK,FT,FT,FB} 82 5 

5 {CF,SK,FT,FC,FB} 79 5 

6 {CF,SK,FT,FC,FI} 80 5 

 

TABLE 3. The rule set of the first reduct 

No. Rule SR 

1 CF=1& FT=0& FC=0& FI=0& FB=0 => Dec=NC 12/16 

2 CF=0& FT=1& FC=0& FI=0& FB=0 => Dec=NC 4/4 

3 CF=0& FT=0& FC=1& FI=0& FB=1 => Dec=NC 1/1 

4 CF=0& FT=1& FC=0& FI=0& FB=1 => Dec=NC 2/2 

5 CF=0& FT=0& FC=0& FI=0& FB=1 => Dec=NC 1/2 

6 CF=1& FT=0& FC=1& FI=0& FB=0 => Dec=NC 1/1 

7 CF=0& FT=0& FC=0& FI=1& FB=0 => Dec=IRF 9/9 

8 CF=0& FT=0& FC=1& FI=1& FB=0 => Dec=IRF 11/11 

9 CF=1& FT=0& FC=0& FI=1& FB=0 => Dec=IRF 2/2 

10 CF=1& FT=0& FC=1& FI=1& FB=0 => Dec=IRF 2/2 

11 CF=0& FT=1& FC=1& FI=1& FB=1 => Dec=IRF 7/7 

12 CF=0& FT=1& FC=0& FI=1& FB=1 => Dec=IRF 2/2 

13 CF=0& FT=0& FC=0& FI=1& FB=1 => Dec=IRF 1/1 

14 CF=1& FT=1& FC=1& FI=1& FB=1 => Dec=ORF 4/5 

15 CF=1& FT=1& FC=1& FI=0& FB=1 => Dec=ORF 22/22 

16 CF=1& FT=1& FC=1& FI=0& FB=0 => Dec=ORF 1/1 

17 CF=1& FT=0& FC=0& FI=0& FB=1 => Dec=BF 2/2 

18 CF=0& FT=0& FC=0& FI=0& FB=1 => Dec=BF 25/30 

 

 

TABLE 4. The weights of 𝑆𝑅𝑘,𝑙  

Classifier I Classifier II Classifier III 

SR1,NC SR1,IRF SR1,ORF SR1,BF SR2,NC SR2,IRF SR2,ORF SR2,BF SR3,NC SR3,IRF SR3,ORF SR3,BF 

0.852 1 1 0.847 0.542 0.899 0.928 0.691 0.888 0.895 1 0.837 

 

 
TABLE 5. Comparison of the classification accuracy 

 
Classifier 

I 

Classifier 

II 

Classifier 

III 

Classifier 

ensemble 

Accuracy (%) 81.25 81.25 83.75 98.44 

 

 

The MLEM2-based method [3] was also utilized for 

fault diagnosis under the same condition. The accuracy 

was 98.44% with a common rule matching mechanism 

which was better than that of the three base classifiers. 

The reason was that discretizing the continuous values 

of features into semantic ones introduced errors to the 

fault decision table. However, using high level (1) or 

low level (0) describing the features and rules was 

much easier to understand than the ones using 

comparison operators such as “<”, “>”, “≤” and “≥” 

because it was not an easy work for site operators to 

understand or remember the meanings of figures and 

their corresponding levels in the variation range. For 

example, rule “CF=0 & FT=0 & FC=0 & FI=1 & 

FB=0 => Dec=01” was able to be interpreted as if the 

index FI was at a high level and others were normal, 

then a decision that inner race defect happened was 

made. Fortunately, combination of selective base 

classifiers as a classifier ensemble provided a higher 

performance like several people sat together and voted 

for a cleverer and more reliable decision. 
 
 

5. CONCLUSION 
 
This paper combined selective base classifiers together 

to give a better prediction of fault type of bearings. The 

base classifiers used rules described with semantic 

variables to identify faults. The former made the result 

more trustable which increased the accuracy by 7.5%, 

7.5% and 5% compared with the three base classifiers, 

respectively. The latter made the diagnostic procedure 

easier for comprehension as it simulated how the field 

workers dealt with such problems. It provided a new 

way for failure analysis of rotating machinery based on 

semantic diagnostic rules. The drawbacks of the 

method lay in that arbitrary discretization introduced 

misinformation to the information table or fault 

decision table here in the other words, which resulted 

in a decrease in accuracy. Self-adaptive discretization 

methods may be a key to overcome the shortcoming in 

the future work. 
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 هچكيد
 

 
ه می دهد. به ئکاهش داده ها بر اساس ماتریس تشخص که بر اساس الگوریتم ژنتیک است را ارا این مقاله روشی برای

بندی کننده  ها و شناسایی عیوب آنها، یک روش جدید بر اساس قانون گروه طبقه منظور جلوگیری از خرابی کامل بیرینگ

شود. سپس  بندی کننده استفاده می ایه طبقهی پ های بوجود آمده از کاهش ها برای ساختن گزینه شود. قانون ارائه می

ی انتخاب  بندی کننده های پایه طبقه های پایه متعددی بر اساس مقیاس و تنوع آنها انتخاب می شوند. وزن بندی کننده طبقه

شود.  میها ساخته  بندی کننده بندی کننده گروهی با جمع پایه طبقه شوند. طبقه شده بر اساس اندازه نرخ حمایت محاسبه می

بندی کننده  درصد بیش از سه طبقه 5/4درصد حاصل می گردد که حداقل  44/98یابی به میزان  در این روش دقت عیب

 پایه است.

doi: 10.5829/idosi.ije.2017.30.04a.20 
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