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Abstract   This paper proposes a new method for online secondary path modeling in feedback active 
noise control (ANC) systems. In practical cases, the secondary path is usually time-varying. For these 
cases, online modeling of secondary path is required to ensure convergence of the system. In 
literature the secondary path estimation is usually performed offline, prior to online modeling, where 
in the proposed system there is no need for using offline estimation. The proposed method consists of 
two steps: a noise controller which is based on an FxLMS algorithm, and a variable step size (VSS) 
LMS algorithm which is used to adapt the modeling filter with the secondary path. In order to 
increase performance of the algorithm in a faster convergence and accurate performance, we stop the 
VSS-LMS algorithm at the optimum point. The results of computer simulation shown in this paper 
indicate effectiveness of the proposed method. 
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  بازي کنترل فعال نويها ستميس يه برايثانو ري مسي آنيساز  جهت مدليدين مقاله روش جديدر ا  چكيده     

نان از ي اطميبرا ،استر با زمان يه متغيثانو ري مس که از کاربردهاياريدر بس. ارائه شده استخورد  ساختار پس
 گذشته که يها  بر خلاف روش ارائه شدهروشدر . باشد يه ميثانو ري مسي آنيساز از به مدليستم ني سييهمگرا
 کنترلک ي ستم ارائه شده ازيس.  وجود نداردينين تخمي به استفاده از چنيازي ن،رنديگ يبهره م يرآنين غياز تخم

 کند يم عمل VSS-LMSتم يه که بر اساس الگوريثانو ريکننده مس ک مدلي و FxLMS يز که بر مبنايکننده نو
 يا در نقطه يساز ، مدلتمي الگوري و بازدهييش همگراي افزايبرا يشنهادير روش پد. ل شده استيتشک
 .دهند ي ارائه شده مؤثر بودن روش ارائه شده را نشان ميها يساز هيشب. شود ينه متوقف ميبه

 
 

1. INTRODUCTION 
 
Acoustic noises have become a serious problem by 
the wide spread use of industrial equipment such 
as: fans, engines, compressors, and transformers. 
Active noise control (ANC) is an electro 
acoustic system that efficiently attenuates low 
frequencies unwanted noises (primary noise) 
where passive methods are either ineffective or 
tend to be very expensive or bulky. An anti-
noise of equal amplitude and opposite phase the 
replica of the primary noise was generated, and 
then combined with the unwanted disturbance 

(d(n) in Figure 1). Following the superposition 
principle, the result was the cancellation or 
reduction of both noises [1]. 
     Active noise control (ANC) is either based on 
feedback structure, (where the controller filter tries 
to reduce the unwanted noise without measuring 
the reference noise), or feed-forward structure 
where a reference noise is captured (using a 
reference sensor) before it passes through the 
acoustic path. Since the feed-forward structure 
measures reference noise [x(n) in Figure 1], it 
appears to be more efficient than the feedback 
structure (Figure 1) in ANC applications [1]. This 
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Figure 1. Block diagram of feedback ANC system. 

is the reason that significant ANC improvements 
are mainly taken place in using feed-forward 
structure [2-7]. However, feedback structure has 
some especial applications where using feed-
forward is impractical. This happens when the 
reference sensor in the ANC system is 
unachievable or impracticable. One of the most 
important applications of the feedback structure is 
ANC headphones [8-11]. 
     The block diagram of feedback ANC system 
[1,8,11] is shown in Figure 1. Here, P(z) is the 
primary path consists of the acoustic response 
from the reference noise source to the error 
sensor, and S(z) is the secondary path which 
includes digital-to-analog (D/A) converter, 
reconstruction filter, amplifier, loudspeaker, 
acoustic path from loudspeaker to error sensor 
(microphone), error sensor, preamplifier, 
antialiasing filter, and analog-to-digital (A/D) 
converter [12]. The secondary path is practically 
time varying and introduces delay. These 
characteristics cause instability problem to the 
standard Least Mean Square (LMS) algorithm, 
resolving the instability problem requires using 
FxLMS algorithm [1,10,13]. The FxLMS 
algorithm uses estimation of the secondary path to 
overcome the problem raised by the above-
mentioned characteristics of the secondary path. 
     Estimation of the secondary path is performed 
offline prior to the implementation of ANC 
algorithm, but in practical cases the secondary path 
are usually time varying. Consequently, online 
modeling of secondary path is required to ensure 
the convergence of the ANC algorithm [2-7]. 
     In ANC systems, there are two different 
methods for online secondary-path modeling. The 
first approach utilizes a system identification 
method to model the secondary path, which 

introduces the injection of additional random noise 
into the ANC system. The second approach 
attempts to model the path from the output of the 
ANC controller to avoid the injection of additional 
random noise into the ANC system. However, the 
comparison results of these two online modeling 
approaches indicates that the first approach is 
superior to the second, on convergence rate, the 
primary noise response changes speed, updating 
duration, computational complexities, etc. [2]. 
     Although injection of additional random noise 
may cause the system to be unstable, especially in 
a feedback structure; it provides an appropriate 
estimation of the secondary path. On the other 
hand, using the output of the ANC controller in 
calculating the secondary path always provides a 
stable system [8]. Hence, we tend to use the 
overall advantages of both approaches in this 
research. Consequently, in order to increase the 
performance of the proposed ANC system, we use 
the injection of the additional random noise in 
secondary path estimator algorithm, to have an 
appropriate estimation of this path. To prevent 
instability problem of using random noise, the 
algorithm of secondary path calculator is stopped 
at the optimum point. Additionally, estimation of 
secondary path is usually performed offline, 
followed by online modeling, where in our 
algorithm there is no need to use offline estimation 
of this path. 
     The proposed method is based on an FxLMS 
algorithm which acts as the main part of the 
system, and a variable step size (VSS) LMS 
algorithm [3,4] which is used to adapt the 
modeling filter with secondary path. The main 
reason that we implement our algorithm on 
feedback structure is to solve instability problem 
with this structure in some circumstances such as 
industrial application like ANC headphones. 
Although more stable, implementation of the ANC 
system using feed-forward structure is impractical 
in such applications. 
     To the best of our knowledge, existing feedback 
ANC systems use the second approach for online 
secondary path modeling [8,9]. In this research, we 
use the advantage of using random noise in online 
secondary path modeling for a feedback ANC 
system. To eliminate random noise injection 
problem of this structure, the secondary path 
estimator is stopped on an optimum point. 
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     The rest of the paper is organized as follows. 
In Section 2, feedback ANC system is briefly 
described. Section 3 introduces our proposed 
method. In Section 4 we illustrate our simulation 
results, and finally in Section five conclusions are 
drawn. 
 
 
 

2. FEEDBACK ANC SYSTEM 
 
As it was mentioned before, transfer function of 
the secondary path is crucial in generating anti-
noise in ANC applications as it is time varying and 
introduces delay, causing instability problem to the 
standard LMS algorithm. The instability problem 
can be resolved using the FxLMS algorithm [1,8]. 
The FxLMS algorithm uses estimation of the 
secondary path to overcome the problems of the 
secondary path [1]. This algorithm can be applied 
to both feedback and feed-forward structures [1]. 
The block diagram of a feedback FxLMS ANC 
system [11] is shown in Figure 2. In this figure 

)z(Ŝ  is the estimation of secondary path S(z). 
     Unlike feed-forward structure, a reference 
sensor is available to pick the reference signal x(n), 
the main problem of implementing the feedback 
ANC system is to estimate the primary noise (d(n)) 
and use it as a reference signal for the ANC filter 
(W(z)) [11]. 
     As Figure 2 shows, the reference signal x(n) is a 
summation of two signals e(n) and )n(ŷ′  [10]: 
 

∑
−

=
−+=≡

1M

0m
)mn(ymŝ)n(e)n(d̂)n(x  (1) 

 
Where mŝ  represent coefficients of the M th order 

FIR filter )z(Ŝ . In this figure, the secondary signal 
y(n) is generated as: 
 
Y(n) = WT(n)X(n) (2) 
 
Where W(n) and X(n) are the coefficient and 
signal vectors of length L, the order of the FIR 
filter W(z), at time n. These coefficients updated 
by the FxLMS algorithm as follows: 
 

)n(e)1n(x)n(lw)1n(lw −′μ+=+  
1L,...,1,0l −= , 0>μ  (3) 

Where μ is the step size, and 
 

)n(x)n(Ŝ)n(x̂ ∗=′  (4) 
 
is the filtered reference signal. For a deep study on 
feedback FxLMS algorithm the reader may refer to 
[1,10]. 
 
 
 

3. PROPOSED METHOD 
 
Modeling the secondary path characteristics is 
crucial in performance of the ANC systems. To 
ensure convergence of the ANC algorithm we need 
to model the secondary path over the entire 
frequency range of interest. White noise, which has 
a flat spectral density for all frequencies, is 
commonly used as an ideal training signal in 
modeling the secondary path. 
     As mentioned before, the secondary path is 
practically time varying. Hence, the secondary path 
is preferably modeled online to overcome these 
characteristics. An online modeling method with 
white noise generator as a training signal, which 
introduces the injection of additional noise to ANC 
system, may derive the ANC algorithm unstable 
especially in feedback structures. Therefore, we 
propose an ANC system using the advantage of 
white noise injection, which leads the modeling 
filter to an appropriate estimation of secondary 
path, and hence prevents its instability problem by 
defining an optimum point. 
     Figure 3 shows block diagram of the proposed 
ANC system. The residual error signal e(n) of this 
algorithm is expressed as: 
 

)n(v)n(y)n(d)n(e ′+′−=  )n(y)n(s)n(y ∗=′ , 
)n(v)n(s)n(v ∗=′  (5) 

 
Where v(n) is an internally generated white 
Gaussian noise, which is injected at the output of 
the control filter W(z). 
     As we know, )z(Ŝ  is the modeling FIR filter 
with length M that generates )n(v̂′  as expressed 
below: 
 

)n(Mv)n(Tŝ)n(v̂ =′  (6) 
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As the figure shows, )n(v̂′  generates the error 

signal for both the modeling filter )z(Ŝ  and the 
control filter W(z) by subtracting from e(n): 
 

)n(v̂)]n(v)n(y)n(d[)n(f ′−′+′−=  (7) 
 
Coefficients of the modeling filter )z(Ŝ  are 
updated as follows: 
 

)n(v)n(f)n(s)n(ŝ)1n(ŝ μ+=+  (8) 
 
Where μs(n) is the step-size parameter of the VSS-
LMS algorithm which will be explained later. 
     The output signal )n(ŷ′  is used to define 

estimation of the primary noise )n(d̂ : 
 

)n(ŷ)n(f)n(d̂ ′+=  (9) 

Where )n(d̂)n(x ≡  is our reference signal, and 
)n(ŷ′  is expressed as follow: 

 
)n(My)n(Tŝ)n(ŷ =′  (10) 

 
Finally coefficients of the control filter W(z) are 
updated as below: 
 

)n(x̂)n(f)n(w)n(w)1n(w ′μ+=+  (11) 
 
The input to the LMS algorithm is derived by 
filtering the reference signal through )z(Ŝ : 
 

)n(Mx)n(Tŝ)n(x̂ =′  (12) 
 
Where T)]1Mn(x),...,1n(x),n(x[)n(Mx +−−=  is an 
M sample reference signal. 
     The VSS-LMS algorithm introduced in [3,4] is 
used to update modeling filter )z(Ŝ  coefficients. 
For more detail on theory of this algorithm reader 
may refer to [3,4]. As we mentioned before, the 
modeling filter in Equation 8 is updated using the 
step-size parameter (μs(n)) of VSS-LMS algorithm 
and this parameter is calculated using the 
following three steps [4]: 
 
• Initially, the power of error signals e(n) and 
f(n) are computed: 
 

)n(2f)1()1n(fP)n(fP

)n(2e)1()1n(eP)n(eP

λ−+−λ=

λ−+−λ=
 (13) 

 
• Then, the ratio of the estimated powers is 
obtained: 
 

0)n(lim,1)0(
)n(P/)n(P)n(

n

ef

→ρ≈ρ
=ρ

∞→
 (14) 

 
• Finally, the step size is calculated as follows: 
 

maxs))n(1(
mins)n()n(s μρ−+μρ=μ  (15) 

 
Where 

maxs,mins μμ and λ are the experimentally 

 
Figure 2. Block diagram of feedback ANC system using 
FxLMS algorithm. x(n) represents the reference signal. 
 
 
 

 
Figure 3. Block diagram of the proposed feedback ANC 
system. 
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determined values. These values are selected so 
that the adaptation is neither too slow nor it 
becomes unstable. 
     The VSS-LMS algorithm is initially set to a 
small step size. During the process of this 
algorithm, μs is increased when the error signal 
e(n) decreased and vice versa. It needs to be noted 
that any increase of the step size corresponds to a 
faster convergence of the adaptive algorithm. 
Consequently, once W(z) is slow in reducing e(n), 
the step size remains small which results in a lower 
convergence rate. 
     Injection of additional random noise into the 
ANC system in modeling the secondary path 
causes instability problem especially in feedback 
structure. To prevent this problem, the injection of 
White noise is required to be stopped at the 
optimum point, which is measured using: 
 

5.01.0,)n(f.)n( ≤α≤α<ρ  (16) 
 

At this point, )z(Ŝ  converges to a good estimation 
of S(z). As can be seen from Figure 3, this 
condition validity is monitored at the performance 
monitoring stage. 
     Here, the VSS-LMS algorithm is briefly 
described to show the way the optimum point is 
obtained. During the process of this algorithm, μs 
is increased as the error signal f(n) decreases and 
vice versa. Hence, the modeling filter, )z(Ŝ , 
converges to a good estimation when f(n) 
decreases and μs increases as high as 

maxsμ . This 

happens when ρ(n)→0. Therefore, because both 
f(n) and ρ(n) decreases down into zero the 
optimum point defined based on these two signals. 
As can be seen in Figure 3, this condition validity 
is monitored at the comparator stage. 
     In some practical cases the secondary path may 
suddenly change. This event derives the system to 
diverge. To prevent such effects, )z(Ŝ  needs to be 
updated. Existing online secondary path modeling 
techniques [2-7] control the secondary path 
changes during system operation by continuous 
injection of the white noise. As described before, 
in the proposed method injection of the white noise 
is stopped at the optimum point. To adapt the 
system with the secondary path changes, the 
proposed algorithm is designed in such a way that 

it can monitor the secondary path variations by the 
following expression: 
 

0)n(f10log20 < . (17) 
 
If the validity of the above equation is not 
satisfactory, the system reactivates the VSS-LMS 
algorithm and injects the white noise to remodel 

)z(Ŝ . The same as before, the injection is stopped 
at the optimum point using (17). The above 
procedure is repeated during the system operation 
to adapt the algorithm with characteristics of the 
environment. Figure 4 simply shows procedure of 
the proposed algorithm. 
     It is important to note that, all of the primary 
values of the estimated powers in (13) are set to 1 
at the initialization step. 
     It must be mentioned that, there is no need for 
using offline estimation of the secondary path in 
the proposed approach as it is required in the 
existing methods [3,4,8]. 
     As mentioned before, the proposed method 
prevents the instability problem raised by white 
noise injection in the feedback ANC systems. Here 
we describe the ideal situation of the feedback 
ANC system and finally explain the instability 
problem and the proposed method advantage. 
     As Figure 3 shows, the error signal can be 
expressed as below: 
 

)z(X).z(W).z(S)z(D)z(E −=  (18) 
 
The ideal situation of an ANC system happens 
 
 
 

 
Figure 4. The proposed feedforward ANC algorithm. 
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when the modeling filter converge which means 
)z(S)z(Ŝ ≅  and )z(D)z(X ≅ . By considering this 

situation Equation 18 updated as follows: 
 

))z(W).z(S1)(z(D)z(E −=  (19) 
 
As we know for perfect cancellation, the error 
signal should become zero, which requires the 
adaptive filter to converge to the optimum transfer 
function expressed as: 
 

)z(S
1)z(W =o  (20) 

 
Therefore, the adaptive filter inversely models the 
secondary path S(z). As can be seen the behavior 
and performance of the ANC system is mainly 
determined by S(z), which is the target for 
optimization in this paper. Equation 20 shows that 
the ANC system is unstable if there is a frequency 
w0 such that S(w0) = 0. This may happen during 
the secondary path modeling. Therefore stopping 
the modeling filter after reaching a good 
estimation makes the FxLMS algorithm work 
properly for all frequencies. 
 
 
 

4. SIMULATIONS and PERFORMANCE 
RESULTS 

 
In this section the proposed ANC system is 
simulated using Matlab version 7.1. In this 
simulation, the primary path P(z) and secondary 
path S(z) have been practically extracted using a 
headphone. The impulse responses of the primary 
and secondary paths are shown in Figure 5. These 
paths, P(z) and S(z) are modeled by FIR filters 
with 128 and 65 tap-weight length respectively. 
     The rate of the sampling frequency in this 
simulation was 8KHz. Extensive experiments 
have been performed to find suitable values for a 
fast and stable performance of the ANC system. 
Length of the filter )z(Ŝ  for modeling the 
secondary path and length of the adaptive filter 
W(z) used for the noise cancellation have been 
chosen 65 (M) and 256 (L), respectively. Due to 
the limitation of implementing the hardware 
these values are selected as low as possible. 

As mentioned before, the ANC system parameters 
are selected experimentally but under some certain 
conditions. The step size of the controller filter 
W(z) usually is determined by considering the 
controller filter length (L) and power of the x̂′  as 
follows: 
 

L.x̂P
1

w0
′

<μ<  (21) 

 
The modeling filter step size μs is calculated using 
Equation 15 with two constant 

minsμ  and 
maxsμ . 

 
(a) 

 

 
(b) 

 
Figure 5. Impulse response of the acoustic paths for the 
headphone: (a) Impulse response of the primary path P(z), (b) 
Impulse response of the secondary path S(z). 
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TABLE 1. Simulation Parameters for the Proposed Approach. 
 

Parameters Description Value 

wμ  Step-Size for W(Z) 1 × 10-4 

minsμ  Minimum Step-Size for )z(Ŝ  75 × 10-4 

maxsμ  Maximum Step-Size for )z(Ŝ  24 × 10-3 

α Threshold Value in Equation 16 0.3 
λ Coefficient in Equation 13 0.99 

 
 
 

 
 

Figure 6. Noise cancellation levels for sinusoidal noise at different frequencies. The top line and 
bottom line represent the original noise and residual noise at the error sensor, respectively. 

These two constant values are defined under the 
following criteria: 
 

M.vP
1

s0 <μ<  (22) 

 
The forgetting factor λ which has been used in 
Equation 13 is limited as below: 
 

19.0 <λ<  (23) 
 
The resulted simulation parameters are summarized 
in Table 1. 
     Five experiments using different noises have 
been performed on the proposed system to evaluate 
performance of the system. In this evaluation, a 

white noise with variance of 0.05 has been used as 
training signal in secondary path modeling. In the 
first experiment, a sinusoidal noise in 0.2-1 kHz 
range and 100 Hz step was used. Figure 6 shows 
the noise cancellation results in this experiment. As 
can be seen from the figure, the difference between 
the noise energy at the error sensor for ANC, OFF 
and ON is more than 80-dB. 
     In the next three experiments, performance of 
the proposed method was evaluated using engine 
noises at 2200, 3700 and 4100 rpm. In these 
experiments, the original noise was considered to 
have several narrowband periodic components, 
which is usual in ANC system applications like 
those produced by engines, compressors and fans 
[7]. Figures 7-9 show the power spectrum of the  
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Figure 7. Power spectra for the original engine noise at 2200 rpm (dotted line) and 
the residual noise (solid line) after noise cancellation. 

 
 
 

 
 

Figure 8. Power spectra for the original engine noise at 3700 rpm (dotted line) and 
the residual noise (solid line) after noise cancellation. 

 
 
 

 
 

Figure 9. Power spectra for the original engine noise at 4100 rpm (dotted line) and 
the residual noise (solid line) after noise cancellation. 
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Figure 10. Residual noise signal e(n) of engine noise at 2200 rpm versus iteration time n. 

engine noise, and the solid line depicts the residual 
noise obtained after cancellation. 
     For engine noise at 2200 rpm, from Figure 7, 
the noise cancellation levels obtained for harmonic 
components at 220, 257, 293 and 332 Hz are 
44.91, 48.38, 43.56 and 8.48 dB, respectively. 
     Figure 8 shows the results for another engine 
noise at 3700 rpm. In this figure, the noise 
cancellation levels for harmonic components at 
308, 370, 431, 493 and 617 Hz are 28.71, 35.33, 
40.44, 35.75 and 31.38 dB, respectively. 
     As can be seen from Figure 9, the noise 
cancellation levels for harmonic components at 
273, 410, 547, 615 and 685 Hz for engine noise 
4100 rpm are 32.69, 34.19, 42.4, 13.34 and 26.3 
dB, respectively. 
     To show the relationship between the number of 
iterations and the system accuracy, we plotted the 
residual noise e(n) of the engine noise at 2200 rpm 
in Figure 10. 
     The high noise cancellation results in these 
experiments indicate the accuracy of the proposed 
system. In fact, the good modeling of the 
secondary path has yielded this accuracy. It should 
be noted that a wrong selection of α in Equation 16 
may lead to an inefficient model for )z(Ŝ  which 
drives the system to an instable situation. Figure 11 
shows an instable situation of the system’s output. 
     We compared the estimated secondary path 

)z(Ŝ  and the original secondary path s(z) in 

Figure 12 with the estimation at the optimum point 
for the engine noise at 3700 rpm. This figure 
indicates that the proposed algorithm could 
properly estimate the secondary path. 
     In the last experiment, to show the ability of the 
proposed method in maintaining its performance 
against the secondary path changes we assume that 
the secondary path suddenly changed during the 
system process. Figure 13 shows the magnitude 
response of the original and changed path. In this 
figure, the solid line represents the secondary path 
at start point, n = 0, and the dashed line represents 
the changed path at iteration n = 16000. Here we 
consider the 4100 rpm engine noise as reference 
signal. The proposed method evaluated on the 
basis of the residual noise and the MSE in 
Figures 14 and 15 respectively. 
 
 
 

5. CONCLUSION 
 
This paper proposed a new technique for online 
secondary path modeling in ANC systems. 
Computer simulations have been conducted for a 
single-channel feedback ANC system. Simulation 
results on different noise sources have 
demonstrated that, the proposed method achieved a 
high performance in noise attenuation. These 
results indicate the efficiency of the secondary path 
estimation. This estimation has been performed  
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Figure 11. Output of the proposed system for a non-optimal point α (an instable situation). 
 
 
 

 
 

Figure 12. Comparing the estimated (solid line) and original secondary paths (dotted line). 
 
 
 

 
 

Figure 13. Magnitude response of secondary path. (Solid line: 
Original path, Dashed line: Changed path at n = 16,000). 
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online using White noise as a training signal. The 
common instability problem of feedback 
structures was resolved in this research by 
stopping the White noise injection at the optimum 
point. The VSS, LMS, algorithm were used in 
secondary path estimation, which provides an 
efficient convergence rate. As another advantage 
of the proposed method, there is no need to use the 
offline estimation of the secondary path, as it is 
required in the existing methods. 
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