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Abstract In the design of a cellular manufacturing system (CMS), one of the important problems is
the CMS layout. This paper presents a new mathematical model concerning inter-cell and intra-cell
cost in layout problems in cellular manufacturing systems with stochastic demands. The objective of
the model is to minimize the total cost incurred by the inter-cell and intra-cell movements. The
proposed model determines the location of each machine in each cell and the location of cells on the
shop floor with respect to the confidence level determined by the decision maker. The proposed
model is a non-linear model which cannot be easily optimally solved. Thus, a linearization approach
is used and the linearized model is then solved by a linear optimization software. Even after
linearization, the large-sized problems are still difficult to solve, there fore a Simulated Annealing
(SA) method is developed. To verify the quality and efficiency of the SA algorithm, a number of test
problems with different sizes are solved and the results are compared with solutions obtained by
Lingo 8 in terms of objective function values and computational time.

Key Words Machine/Cellular Layout, Intra/Inter-Cell Movement, CMS, Stochastic Demands,
Simulated Annealing
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1. INTRODUCTION GT is a manufacturing philosophy, which

determines and divides the components into

Cellular manufacturing (CM) is the application of families and the machines into cells by taking
group technology (GT) in manufacturing systems. advantage of the similarity in processing and
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design functions.

The design for cellular manufacturing involves
three stages [1] which follow: (1) cell formation by
grouping parts into families and machines into
cells, (2) creating a layout of the cells within the
shop floor (i.e., inter-cell layout); (3) creating a
layout of machines within each cell (i.e., intra-cell
layout).The realization of benefits expected from
cellular manufacturing largely depends on how
effectively the three stages of the design have been
performed [2].

In the first stage, Tavakkoli-Moghaddam et al.
[3] proposed a generalized linear-mixed integer
programming approach to simultaneously group
machines and part families under a dynamic
environment by assuming inter-cell movement,
alternative process plan, machine relocation,
replicate machines, sequence operation, cell size
and machine capacity limitation. Tavakkoli-
Moghaddam et al. [4] presented a new
mathematical model of a cell formation problem
(CFP) for a multi-period planning horizon where
the product mix and demand are different in each
period. They proposed a memetic algorithm (MA),
in which a simulated annealing (SA) is the local
search engine, to find the optimal number of cells
at each period as well.

The cellular Manufacturing System (CMS)
layout problems have not received adequate
attention from researchers in comparison to cell
formation in the past two decades [5]. For this lack
of information on layouts, the benefits of CMS can
not be validated [6]. A key element to exploit the
benefits of CM is efficient layout designs. A poor
physical layout will offset some or all expected
benefits. The right solution to plant layout
problems is important because material handling
costs have been estimated to range from 20% to
50% of the total manufacturing operating
expenses. An efficient facility layout can reduce
these costs by at least 10% to 30% [7].

There are a number of approaches for layout
problems in CMS. Alfa et al. [8] formulated a
model for solving only intra-cell layout problems.
However, Das [9] formulated a model for solving
inter-cell layout problems. Bazargan-Lari et al. [2]
presented the application of an integrated approach
to the three phases of cellular design
manufacturing to White-goods manufacturing
company in Australia. Ho and Moodie [10]
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addressed a cell layout problem combining a
search algorithm and linear programming model to
design a cell layout and its flow paths. Salum [6]
proposed a two-phase method to design a cell
layout that reduces the total manufacturing lead
time.

Wang et al [5] formulated a model to solve the
facility layout problem in CMS with a
deterministic variable demand over the product life
cycle. Their objective minimizes the total material
handling cost and solves both inter and intra-cell
facility layout problems simultaneously. Wu et al.
[11] applied a genetic algorithm for cellular
manufacturing design and layout. Solimanpur et al.
[12] proposed ant colony optimization algorithm to
inter-cell  layout  problems in  cellular
manufacturing. The performance of the proposed
algorithm is compared with other heuristics
developed for facility layout problems as well as
many other ant algorithms recently developed for
the quadratic assignment problem (QAP).

Usually, facility layout studies result from
changes that occur in the requirements for space,
equipment and people. If requirements change
frequently, then it is desirable to plan for the
change and to develop a flexible layout that can be
modified, expanded, or reduced -easily [13].
Flexibility can be achieved by utilizing modular
equipment, general-purpose production equipment
and material handling devices, etc. The change in
the design of and, the processing sequences for
existing products, quantities of production and
associated schedules, and the structure of
organization and/or management philosophies (e.g.
centralized, decentralized, hierarchical, etc.) can
lead to changes in the layout. When these changes
occur frequently, it is important for the layout to
accommodate them. Such layouts (called flexible
layout) [14] impact on the change of the design of
the facility pointed to the need for a facility that
can respond to change. An important part of the
response to change is the need to rearrange
workstations or modify the system structure based
on changing functions, volumes, technology,
product mix and so on.

A re-layout or dynamic layout problem (DLP)
arises when the location of an existing facility is a
decision variable, i.e. in an existing facility a re-
layout problem exists where the configuration and
location of the existing facilities must be
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determined [15]. With the introduction of new
parts and changed demands, new locations for the
facilities might be necessary in order to reduce
excessive material handling costs (for a detailed
discussion on DLP, the reader can refer to [16]).

Some authors approached the layout problem

with uncertain parameters by generating a
stochastic model, Rosenblatt and Lee [17] consider
a scenario where contracts of negotiation exist
between the producer and the customer, but exact
order levels are not clearly defined. Therefore
Rosenblatt and Lee [17] proposed, as an
alternative, an interesting robust approach to the
problem, considering all the scenarios
corresponding to different levels of market
demand: highest (H) most likely (M) and lowest
(L). The above-mentioned authors measure the
robustness of an alternative by the number of times
that its solution lies within a pre-specified
percentage of the optimal solution for every
scenario. This approach does not take the
limitation in the facility capacity, into account this
constraint, in fact, causes some combinations of
levels product to overcome the production
capacity, and therefore to be unfeasible. Rosenblatt
and Kropp [18] studied a stochastic single period
for the QAP formulation. Kouvelist et al. [19] also
used the QAP model to study single and multi-
period layout problems. Norman and Smith [20]
introduced a mathematical model of the block
layout problem while considering uncertainty in
material handling costs on a continuous scale by
the use of expected value and standard deviation
from product forecast.
For covering the lack of information on CMS
layouts, the aim of this paper is to present a new
mathematical model for inter and intra-cell layout
problems in cellular manufacturing systems with
stochastic demands. The objective is to minimize
the total costs of inter and intra-cell movements in
both machine and cell layout problems
simultaneously.

The novelty of the proposed model is arranging
machines within each cell as well as cells within
the shop floor with respect to the confidence level
determined by the decision maker.

This paper is organized as follows: the problem
formulation is described in Section 2. In Section 3
the simulated annealing (SA) algorithm has been
used and designed to solve the proposed model.
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The computational results are reported in Section 4
and the conclusion is given in Section 5.

2. PROBLEM FORMULATION

In this section, we formulate the nonlinear
mathematical model for both dynamic machine
(i.e., intra-cell) and cell (i.e., inter-cell) layout
problems with stochastic demands in cellular
manufacturing systems. This proposed model deals
with the minimization of the integrated (intra-cell
and inter-cell) cost function. The machine layout
problem seek to find the optimal arrangement of
machines within each cell as well as cells within
the shop floor. This model can be considered as a
bi-quadratic assignment problem.

2.1. Assumptions of the Model The assumptions
are described as follows:

1-  Cell formation is first completed and known
as a prior, i.e. which machines belong to
which cells.

2-  Part demands are independent with the
normal probability distribution.

3- Parts are moved in batches between/inside
cells.

4- Inter/intra cell batch sizes are constant for all
productions.

5-  The money time value is not considered.

6-  Shapes and dimensions of the shop floor are

not restricted.
7-  Equal-sized
considered.
8- Each cell is laid out in a U-shape. The length
and width of which are is known. Besides,
material handling flows along the U-shape.

machines or cells are

2.2.The Mathematical Model To build the
model, the following symbols are used.

2.2.1. Indices

i,j  index for machines (i, j=1,..., M), i #j

¢,/ index forcells(¢c [=1,...,C),c#l

p, q index for machine locations ( p, ¢g=1,..., M),
P #q

t, u index for cell locations (t, u=1,...,C), t #u
k index for parts (k=1,...,K)
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2.2.2.
K

M

C

Dy

Zp

E()
Var()

2.2.3.
AXviph

Input Symbols

number of part types.

number of machine locations.

number of cell locations.

demand for part k£ for a given planning
horizon.

transfer batch size for part £.

cost of trips part £.

operation number for the operation done on
part k by machine i.

distance between machine locations p , g.
distance between cell locations ¢, u.

equal to 1, if machine type i assign to cell
¢, 0, otherwise.

standard normal Z for percentile P.

expected value.

variance value

Decision Variables
equal to 1, if machine i is in location

machine 0, otherwise:

X.n  equal to 1, if cell ¢ is in location cell ¢ 0,
otherwise.
2.2.4. The Mathematical Model The nonlinear

mathematical formulation for the facility layout problem
in cellular manufacturing systems is presented below:

minz = intra cell + inter cell

intrace

e C MM M M
=X X Y EF) Y X d, X, X+
c=li=1lj=1 p=lg=1

Zp

E(F,
ijc

T ™MA

2
M M Md
\% X. X.
EXva(h)| X a5,

1i

)= E(F )xa i %je

B(Fy)= z E (fi)

—E(Dk) co f 1
X i N, .—-N,.|=
k ‘ ki k) ‘ ’
E(fijx) B ik
0 otherwise.
Var(F ) Var(F )><a 2><a.2

Jjc
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Var(F )= Z Var(fk)

Var(Dk)
Var(f)=y By

0 otherwise.

2 . _
xCO * if ‘Nkl.—Nkj‘—l,

Cc C c C
intercell= Y Y E(Fcl) > > dtuXctXlu+
c=1[/=1 t=1lu=1

2
c C
Zp 5 zVar(F DS S d X, X,
c=1/=1 t=1lu=1
s.t.
M
Y, =l @
i=1
M .
pZ:lxl.pzl Vi 3)
C
Elxcﬁl vt 4)
C
t§1x0t:l Ve ®)]
xip’qu’xlu’xct IS {0,1} and integer (6)

The objective function (1) consists of two terms:
The first term (1.1) is equal to the intra-cell
movement cost. In this Equation, Fj. shows the
number of trips made by the equipment which
handles the material between machines i and j
within cell ¢. The second term (1.2) is equal to the
inter-cell movement cost. In this Equation Fy
shows the number of trips made by the equipment
which handles the material between cells ¢ and 1
Constraints (2) and (3) ensure that each machine
location is assigned to one machine and each
machine is assigned to one location respectively.
Constraints (4) and (5) ensure that each cell
location is assigned to one cell and each cell is
assigned to one location respectively.
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2.2.5. Linearization of the Mathematical
Model It is obvious that Equations 1.1 and 1.2
are nonlinear functions. In fact, these functions can
be linearized in two stages. In the first stage, define
new binary integer variables X, and X.,, which
are computed by the following Equations:

X. =X. X

ijpg =~ “ip”jqg  VhI P4

X X Xlu Vel tu

ctu ~ “ et

By considering the above Equations, the following
should also be added to the proposed model by

enforcing  these four linear inequalities

simultaneously:

X.. —x.—-x.+152>20 (7
ypq W Jjq

15X.. —x. —-x. <0 ®)

ypq Jq
X i X=X, +1:520 9)
L5 X =X X, S0 (10)

In the second stage, we define new integer
variables Y; and W;:

M M o "
ZoX d g Xy =Yy Vi (b
p=1¢g=1
c C
)ID? dtuXcltu:Wcl vel (12)
t=1u=1

Naslund’s approximations [21] to linearize such
nonlinear functions are to substitute Equations 1.1
and 1.2 into the following two inequalities:

(1.1) Intra cell

a

Z%AgE(F V.+Z gAZ/[Aé[VAR(F )5
.. ..+ ..
e=1i=1j=1 7Y c=li=1;=1 ve
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(1.2) Inter cell

1
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+
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I
I ™MA
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(I—W jHE ng )}
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c C .
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c=11=1

3. THE PROPOSED ALGORITHM

The proposed model falls in a class of NP-Hard
problems. In another words, to find a final
optimum solution under these conditions and
constraints becomes difficult or even impossible in
action or in a reasonable amount of computational
time. In this paper, SA algorithm has been used
and designed to solve the proposed model.

3.1. Simulated Annealing Algorithm Simulated
annealing is a local search algorithm (meta-
heuristic) introduced by Kirkpatrick et al [22] as a
method to solve combinatorial optimization
problems. Its ease of implementation, convergence
properties and its use of hill-climbing moves for
escaping local optima have made it a popular
technique over the past two decades. The key
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algorithmic feature of simulated annealing is that it
provides a means to escape local optima by
allowing hill-climbing moves (i.e., moves which
worsen the objective function value). SA begins
with an initial solution (init sol) and an initial
temperature (7), and an iteration number (£)).
Temperature (7) controls the possibility of the
acceptance of a deteriorating solution, and an
iteration number (£;) decides the number of
repetitions until it reaches a stable state under the
necessarg temperature. Temperature provides a
means of flexibility while at high temperatures
(early in the search), there is some flexibility to the
situation to deteriorate; but at lower temperatures
(later in the search) less flexibility exists.

A new neighborhood solution (@') is generated
based on T and E; through a heuristic perturbation
on the existing solutions. The neighborhood
solution (@' ) becomes the current solution (@) if
the change of an  objective function
(ATC =TC(@")-TC (®) ) is improved
(i.e.TC(®") < TC(®)). Even though it is not

improved, the neighborhood solution becomes a
new solution with an appropriate probability based
(AT C
T)
on e .
This lowers the possibility of being trapped in a
local optimum. The algorithm terminates upon

reaching a predetermined temperature (7.,) or if

there is no improvement in the objective function
after repetition.

3.1.1. Solution representation Suppose a
hypothetical problem in which there are 3 cells and 6
machines. Each of the cells is located in one of the 3
cell locations and each of the machines is in one of the 6
machine locations related. (The number of call locations
and machine locations in each cell is respectively equal
to the total number of cells and machines).

As we have assumed, cell formation is performed
beforehand, so the allocation of machines to cells are
known.

Table 1 displays information about cell
formation. A possible representation of the
problem can be shown by forming a 3 x 6 array to
illustrate the location of each machine in machine
locations of their respective cell as is shown in
Figure 2.

To represent the assignment of cells to cell
location, a 1 x 3 array is formed. Each permutation
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of the numbers from 1 to 3 is a possible assignment
of the cells to cell locations. Figure 1 shows a
sample single row array for the assumed problem:

According to Figure 1, cell location 1 is
assigned to cell 3, Cell location 2 is assigned to
cell 1 and cell location 3 is assigned to cell 2.

3.1.2. Proposed SA algorithm In this paper, a
meta-heuristic algorithm based on simulated
annealing (SA) [22] is proposed. The pseudo code
of this algorithm is illustrated in Figure 3. The
main steps of the proposed SA are as follows:

Step 1. Initial solution generation

The initial Solution is randomly generated. For
this purpose, as mentioned in secretion 3.1.1, a
multi-row, multi-column array is formed and each
machine is located randomly in one of the machine
locations of its respective cell. Moreover, a random
permutation of the numbers of the cells is used as
the initial location of the cells in cell locations
according to what was described in section 3.1.1.In
addition,  Initial  temperature, 75  frozen
temperature, T,, epoch length, E;, the number of
generated solutions in each temperature, and
cooling rate, S, according to which temperature is
decreased are initialized in this step. Then, the

TABLE 1. Cell Formation Data.

Cells
Cell 1 Cell 2 Cell 3

8 1 2 4

=

2

S 3 6 5

cell cell cell
location 1 location 2 location 3

Number

of 3 1 2
The cell

Figure 1. A representation of the cells location.
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Machine Machine Machine Machine Machine Machine
location location location location location location
1 2 3 4 5 6
Cell 1 3
1
Cell
) 2 6
Cell
3 4 5
Figure 2. A representation of the machines location.
Begin 6, set counter = 1.
Initialize (init_sol, 7)
&= & —sol Step 3. Neighborhood generation
o In order to obtain the neighborhood solution
Repeat . .
. from the current solution, a cell is randomly
Fori=1to E;

@' = PERTURB(®)
ATC = TC(®')-TC (®)

A%
if (TC (') < (TC (@) or e /D su~(0,1)
then &=

if (TC(®) < (IC*(®) then & =@

end for

UPDATE (7)
Until (Stop-Criterion)
End,

Figure 3. Proposed SA pseudo-code

objective function of the initial solution will be
calculated.

Step 2. Temperature updating
The temperature is decreased according to the
following Equation:

Ty =BT
where, f is the cooling rate and is equal to 0.95. If

the updated temperature is not less than frozen
temperature, 7,, go to Step 3, otherwise go to Step

IJE Transactions A: Basics

chosen, and then a swapping between two
machines or a vacant location and a machine in
that cell will be performed randomly. In addition
two of the available cells are also swapped in the
single-row array relating the location of the cells.

Step 4. Acceptance criteria

In this step, we decide whether to replace the
current solution with the neighborhood solution or
not. The current solution will be replaced with the
neighborhood solution if its related cost (7C ("))

is less than or equal to the cost of the current
solution (7C(®)). Even if the neighborhood

solution is not better than the current solution, in
order to allow the algorithm to leave a local
optimum, the neighborhood solution will be
accepted if the Metropolis Condition is met.
According to Metropolis condition, a worst
solution will be accepted as the current solution

(AT C/ ‘
with the probability of P (4)= e 7)) where
ATC =TC (@')-TC( D).

Step 5. Counter updating

The counter counts the maximum number of
solutions generated in each temperature. In this
step it is decided whether we have reached the
maximum number of solutions in each iteration or
not. If the limit is not met (i.e. counter < £;) go to
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Step 4, otherwise, go to Step 2.

Step 6. Termination

The algorithm will be terminated if the current
temperature reaches a predetermined temperature
of (T.). Please note that to prevent losing an
optimal solution, the best solution found so far

(&™) is kept. A better solution generated from the

current solution will be compared with &*and if

better than @', ®* will be replaced. In the

initializing step, @* is initialized and will be the
same as the random initial solution.

4. COMPUTATIONAL RESULTS

The performance of the proposed simulated
annealing algorithm (SA) is compared with the
Lingo software. This algorithm is coded into the
visual basic 6 and run on a Pentium 4, processor at
3 GHz and Windows XP using 512 MB of RAM.
To validate and verify the proposed model, six
sets of data (problems) have been chosen from the
literature (given in Table 2) and then these
problems are solved with respect to the different

values of the confidence level. However, we tune
other parameter sets as shown below:

E (D) = (1000, 3000)

Var (D) = (500-700)

Batch size = 10

Cost of trips = 2

Distance between machines = U~ (1, 5)
Distance between cells = U~ (5, 30)

We also consider the following SA algorithm
assumptions:

(a) Initial temperature 3000
(b) Frozen temperature 10
(¢) Cooling rate 0.95

(d) Maximum number of solutions

for each temperature: CxMXP where, C 1is the
number of cells, M is the number of machines and
P is the number of parts.

Tables 3 and 4 include the obtained results of
two small-sized problems from the Lingo solver in
term of the intra-cell layout, inter-cell layout,
intra/inter layout cost and objective function value
(OFV). The given problem is solved by different
confidence levels 0.90, 0.80, 0.70 and 0.60. We
wish to show how the variation of confidence level

TABLE 2. Sources of Problems.

Test Problem Size References
1 7x5x2" Waghodekar and Sahu [23]
2 8x6x2 Waghodekar and Sahu [23]
3 10x12x3 McAuley [24]
4 10x15x%3 Chan and Milner [25]
5 20x 8 %3 Chandrasekharan and Rajagoplan [26]
6 20 %20 x5 Nair and Narendran [27]
7 24 x 14 x 4 King [28]

*7 x 5 x 2 (No. parts x No. machines % No. cells ).
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TABLE 3. Computational Results of 7x 5 x2 Problem with Different Confidence Levels.

Confidence
Level inter-cell layout intra-cell layout Cost Values
intra-cell inter-cell OFV
cell2:3-1
0.6 Cells:2-1 6194.41 10156.18  16350.59
cell1:5-2-4
cell2:1-3
0.7 Cells:2-1 6209.37 10193.74  16403.11
cell1:5-2-4
cell2:3-1
0.8 Cells:2-1 6227.10 10238.27  16465.37
cell 1:5-2-4
cell2:3-1
0.9 Cells:2-1 6251.49 10299.49  16550.98
cell 1:2-5-4

CPU Time: 00:00:13 Number of variables: 805 and Number of constraints: 857.

TABLE 4. Computational Results of 8x 6 x2 Problem with Different Confidence Levels.

Confidence
Level inter-cell layout intra-cell layout Cost Values
intra-cell  inter-cell OFV

cell2:3-1-6

0.6 Cells:2-1 8066.36 2205990 30126.26
cell1:5-2-4
cell2:3-1-6

0.7 Cells:2-1 8093.73 22122.11  30215.84
cell1:5-2-4
cell2:1-3-6

0.8 Cells:2-1 8126.18 22195.83  30322.01
cell1:2-5-4
cell2:3-1-6

0.9 Cells:2-1 8170.78 22297.19  30466.98
cell1:2-5-4

CPU Time: 00:02:07 Number of variables: 1530 and Number of constraints: 1871.
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TABLE 5. Computational Results Obtained from Optimal Solution and SA.

Problem Confidence LINGO Simulated Annealing
Level OFV Min Max Ave CPU Time
0.6 16350.59 16350.59  16350.59  16350.59
0.7 16403.11 16403.11  16403.11  16403.11 .
7X5x2 0.8 16465.37 1646537 1646537 1646537  00-00:01
0.9 16550.98 16550.98  16550.98  16550.98
0.6 30126.26 3012626 3012626  30126.26
0.7 30215.84 30215.84  30215.84  30215.84
§x6x2 0.8 30322.01 30322.01 3032201 3032201 00-00:01
0.9 30466.98 30466.98 3046698  30466.98
0.6 * 28407.14 37363.3 33246.15
0.7 * 2841177 3782275  33952.15
10x12x3 0.8 * 2047414 3710497 3396223  °00-00:05
0.9 * 3201498 4101171  37585.08
0.6 * 1699092  17594.41  17264.32
0.7 * 16844.3 17444.08  17160.88
10x15x3 0.8 * 1690728 17960.12  17524.41 00:00:43
0.9 * 1753565 1855928  17869.16
0.6 * 96219.59  109959.1  101270.1
0.7 * 97412.57 1085439 1012942
20x8x3 0.8 * 100057.6 112494 107551 00:00:33
0.9 * 99808.04 1054449 1038533
0.6 * 120833.8  141121.5 131218
0.7 * 1211637 130449.6  124400.4
20x20 x5 0.8 * 118267 132085.8 1280212 203330
0.9 * 1194267  155329.9 1292432
0.6 * 45822.03 4946479 4738937
0.7 * 4620091 4752929  46887.91
24x l4x4 0.8 * 46367.83 474217 4687494  00°03:20
0.9 * 4329774 4863934 4681233

* denotes that lingo cannot solve the problem.

can effect inter and intra-cell layouts and
corresponding costs. The computational results
shown in Table 5 reveal that the proposed SA has
the ability to compete the Lingo from a quality
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point of view.

We run each test problem five times in different
confidence levels with random seeds. In some test
problems especially Problems 1 and 2, the best

IJE Transactions A: Basics



solution of the five runs in different confidence
levels is the same as the optimal solution solved by
the Lingo software. This result reveals that the SA
algorithm has the ability to find the optimal
solution. That is clearly true for large-sized
problems in which the Lingo software cannot
produce any results.

6. CONCLUSION

In this paper, a new nonlinear mathematical model
is proposed for inter and intra-cell layout problems
in cellular manufacturing systems with stochastic
demands. The proposed model determines the
optimal inter and intra-cell layouts for each
confidence level with the aim of minimizing the
total costs of inter and intra-cell movements
simultaneously.

We solved typical examples in small and large-
sized problems under different values of
confidence levels and showed how confidence
levels can effect the terms of objective function
and the inter and intra-cell layouts.

An approximate approach is used to linearize
the above nonlinear model. Since even after
linearization, the conventional and traditional
optimization methods cannot be used for the large-
sized problems in reasonable time. Hence, a meta-
heuristic efficient algorithm known as simulated
annealing (SA) is used and designed to solve the
mathematical model.

In the end, different-sized problems involving
number of parts, number of machines and number
of cells for each confidence level are tested and
solved. This is done to show the efficiency of the
proposed algorithm. The formulated mathematical
model is still open for considering other issues
such as cells/machines dimensions, aisles,
closeness relationships, and unrestricted locations.
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