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Abstract In this paper a multivariate quality control procedure is offered in which several correlated
stages are present in production systems and in each stage there are several correlated control variable.
Using Hotelling's T? statistic, first, each stage is tested for being out of control. Then out of control
variables are selected using Murphy's method. The remainder of the research involves evaluating each
stage, when the present and the previous stages are both out of control. In this regard, regression of the
present stages’ T” statistic on prior stages’ T? statistics is considered and aresidual test between the present
stage estimated and observed T? statistics is made.
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INTRODUCTION

Inindustrial quality control, when two or more quality
characteristics are present and have to be monitored
and controlled simultaneously, the usual practice has
been to maintain a separate (univariate) chart for
each characteristic. In this situation the quality must
be measured by the joint levels of several variables.
Nevertheless, only the properties of univariate
cumulative sum (CUSUM) procedures have been
discussed in the literature [1-5]. Unforunately, due to
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existing correlation between characteristics, the use
of separate control charts leads to large errors in
statistical process control [6-8]. In this situation, on
the one hand each of the several correlated variables
of the process can be shown to be in-control by its
respective control charts; eventhough, the process is
practically out of control in terms of the joint control
region of the variables. On the other hand, while one
or more control charts for individual variables may
show out of control signal, the whole process may be
actually in control.

Traditionally the control charts of Hotelling's T?
[6], which summarize several variables into one,
have been used for multivariate processes. There are,
however, practical pitfalls in using T? statistic. While

Vol. 10, No. 4, November 1997 - 191



it provides evidence that the process is out of control,
it does not show what has been changed. Thus,
further diagnostic detective work is needed. This
problem has been addressed in the literature by
several authors such as Hanwkins [9], Doganaksoy et
al. [10], Murphy [11], Healy [12], to name a few.
Also, asingle multivariate CUSUM (MCUSUM) has
been the method of controlling the multivariate
process. For instance Woodall and Ncube [13]
proposed an MCUSUM procedure in which some
methods are given to approximate parameters of the
distribution of the minimum run length for univariate
CUSUM charts. However, they assumed the variance-
covariance matrix of the random vector consisting of
the measurments’ mean to be known,

Furthermore some production systems possess a
mechanism that leads to characteristics having a
natural ordering, in which if any characteristic
undergoes a parameter shift, it may affect some or all
of the following characteristics, but none of the
preceding characteristics. This problem is typified by
serial value-added manufacturing processes. For
example, ina detergent making chemical plant where
the material passes through successvie steps, the
quality of the product at the end of any step depends
not only on the performance of that step, but also on
how well the preceding steps have performed.
Therefore, if a particular step goes out of control, it
can affect the product quality both in that step and in
some or all of the following steps.

Based on the above-mentioned parts, one can
divide multivariate quality control problems in two
main categories: 1) inevery quality test, where there
are several correlated quality characteristics, the
purpose is to detect where the process has gone "out-
of-control" and also which of the variables is the
cause of deterioration, and 2) in production lines we
have several stages, and quality characteristics of
each stage depends on the quality of the prior stage.

As mentioned before, the most common method
fordetecting an out of control signal is application of
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Hotelling T? Statistic, which is given in many current
quality control text books [ 14] . In the cause selecting
methods (finding which variable(s) is the cause of
deterioration), a number of researchers, have utilized
various procedures, among which principal
components analysis, discriminant analysis, and
regression analysis have been quite influential play
the most important role. Using discriminant analysis,
Murphy [11] has developed a statistic and an
algorithm, thatcan be applied whenever the population
parameters (|, ».) are available. Tracy, Young, and
Mason [15] discuss the modifications necessary for
the situation in which the parameters (1L, %) areot
exactly known. Jackson [16] and Chang [17] applied
the principal components, and Hawkins [9] proposed
a method based on regression to solve the cause
selecting problems. Some other charts have been
developed but none of then provides a statistical test
for selecting the variables which caused the
deterioration [18-22].

In the second category, applying regression to
purify the quality of the current stage from the effect
of the prior stage, Zhang [23] has studied a situation
in auto industries, where there are several stages in
the production system and the quality in each stage
depends on the quality of the priorstage. However, he

has only considered one parameter in each stage.
RESEARCH OBJECTIVES

Inthis research, manufacturing systems are considered
that have several stages in production and several
correlated quality characteristics are present in each
stage. The purpose of this research is monitoring a
shift in the process mean only. In this regard, a
statistic and an algorithm are developed for the cause
selecting problem in which the population parameters
are notknown and are to be estimated. Also applying
the Hotelling T? statistic and regression procedure a
criterion is developed to eliminate the effect of the
prior stage from the current stage's quality
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characteristics.
RESEARCH DEVELOPMENT

It is assumed that the process possesses a
multivariate normal distribution with unknown
parameters (|1, 2 ). The proposed algorithm consists
of four phases, in all of which the estimated value of
(1, X) is used by the collected rational data from an
under-control process. The four phases of the
algorithm are:

Phase 0: Collecting data for the Model Setup.
Phase 1: Detecting departures in each stage.

Phase 2: Detecting which variables have caused the
‘out-of-control' signal.

Phase 3: Considering the effect of the previous stage
on the quality characteristics of the current stage and
separating it from the resulted output.

Phase 0: Collecting data for the Model Setup
Consideraprocess thathas several stages, and ineach
stage there are p, (s = 1,2,...p) parameters (quality
characteristics). In general, assuming the process is
under-control, in the setup phase, for parameter i in
each stage of the process, k_ groups of sample data
are collected so that each group has n_ observations
on stage s. For the sake of simplicity, assume that
s=2,k,'s are equal to k, and that the n's are equal to
n. Now for each stage, let X, be the observation of
the m-th sample of parameter i in the jth group.
Define the sample mean of parameter i in the jth
group as:

XU:,ITZ Xim 3 j=L...k i=12,...p 1)

and the overall sample mean of the ith parameter to
be:
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Then the sample mean vector of the parameters will
be:

= |T

2 < Xp ©)

>

=
=| X1

<l

which has an estimated variance-covariance matrix
(S) whose element of row i and column j is calculated
as:

k — —_— e— —
Y Kim - Xi) Kjm - X))
Sip=8 ==l

Jij=12,..p @
D J P

Matrix Sis symmetric, at lcast positive semi-definite,
and has aninverse, S”'. Now, to make sure that the
setup phase has been successfully completed, for
each of the k groups we calculate sz as [14].

Ti=n - 5P - X) ©®)

and compare it against the Upper Control Limit
(UCL) as: [24]

UCL= (X _-kp -np + py Fa@, tn-k-p+ 1) (6)
kn-k-p+1

where Fj_)denotesa vector with p elements that
contains the group averages for each of the p
parameters. If I],-2 in all of the k groups does not
exceed the UCL,one can regress T? values of stage
s+1 on the T? values of stage s and estimate the
regression parameters "a" and "b" and the sample
variance of Tf 's(S,) for future use. At this point
the phase 0 is completed and we go on to phase 1
starts. Otherwise, if any of the Tf values exceeds
the UCL, the corresponding group would be
investigated. Specifically, it is necessary to determine
which parameters are causing the out-of-control
signal. This is done by applying the Bonferroni's
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intervals and construct p intervals for each group
that has produced an out-of-control message on the
multivariate chart. Thus, for the jth group the interval
for the ith parameter would be:

X;'-:‘.%.k(n-lJSPi %SX&U)SXI'H%I:@-I)SP{ %

)
where S, denotes the square root of the sample
variance for the ith parameter, and the other
components of the above equation are as calculated in
phase 0. If the above equation is not satisfied for the
ith parameter, the values of that parameter would
then be investigated for the jth group. If an assignable
cause isdetected, the entire group would be eliminated
(for all of the p parameters) and the UCL should be
recalculated [24]. Also, T? values, regression
parameters and S, must be re-computed. At this
point, the calculation of phase 0 is complete and we
£0 on to the next phase starts.

Phase 1: Detecting departures in each stage

In this phase we use Hotelling T? statistics to test the
following hypothesis in each stage of production
process [14]:

Hip=u,
H,:p=p,

where 1 is the mean vector of dimension p consisting
of the parameter means of the system under
consideration. The k& subgroups would be tested by
computing k values of sz in each stage as:

Th=n K- X9 Si'0a-X9 . s=12,j=1,..k

(8)
and comparing them with the upper control limit
(UCL) of this step as [14]:

UCL = [M] Fa [ o e nkes p+i] )
(k-a) n-k+a-p+1
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where "a" denotes the number of original groups that
were eliminated in phase 0 of the algorithm. Note that
even when a=0, the UCL in the setup phase is
different from the UCL in phase 1. This comes from
the fact that adifferent distribution theoryisinvolved,
because, the sets of groups in phase 1 are assumed to
be independent of the sets of groups in the setup
phase, and it is desirable that the UCL in phase 1 to
be tighter than the UCL in phase zero [24].

In each stage, if any ofthe TJ.-2 values exceeds
the UCL, then an "an out-of-control signal" isdetected
for group j. At this point phase 2 of the algorithm is
performed to find which of the parameters are causing
deterioriation. Also if both of the two subsequent
stages are out of control, phase 3 of the algorithm will
be activated to see whether the later stage is out of
control or the former stage has been out of control and
caused an out-of-control signal for the current stage.

Phase 2: Detecting the variable(s) causeing an out-
of-control signals

Using discriminant analysis, Murphy [11] has
developed an algorithm to test which parameters are
cause an out-of-control signal. He assumed that the
vector mean and variance-convariance matrix, both
were known. However, in most situations in practice
these quantities are unknown and must be estimated.
In this phase the discriminant analysis by Murphy
was used except that in the present test the population
parameters are assumed to be unknown and must be
estimated.

Suppose the mean vector and the variance-
convariance matrix are estimated as in phase zero of
the algorithm. Then assuming that the underlying p
dimensional process is normally distributed, X will
be distributed as a multinormal distribution with the
mean of g and the variance of X [i.e. Np(u,Z)]. Also,
for n>p, § will have a Wishart distribution with
parameters ¥, and n[i.e., WP(Z, n)] [25], and if vector
Y is defined as:
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Y=, /2k & x) (10)
k+1

then Y and S will be independent of each other [14].

Now suppose that the firstr (r=1,2,...,p) quality
characteristics are the cause of detoriation. To check
this, let partition, the parameter mean space (L) into
two mutually exclusive subspaces of dimensions r
and s such that r+s= p. That is:

¢ T
BT=@”, ud" | rms=p

Also let partition the transformed estimated mean
Space into:

T r) ®.T
el sy

Suppose further that the given null hypothesis
is H: p=0 against the alternative hypothesis of

H;: p,z(s)=0. Equivalently if the parameter mean and
variance space are defined as:

Q= {(1. 2); u=0, £ > 0}

and

Q={@2)xud=0,3>0)

Then the test of hypothesis becomes:

Ho(u. )& 6,
H:(u.2)e Q

When Y and S are independent, the likehood-ratio
(A) for testing the above hypothesis is given by
[26]

O o1y, ®
1:(1+_Y275291.,Y_2)""’ (11)
1+Y '§°Y
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Now if L is defined as:

=14y sy (12)
(s ()

Tl
1+Y2 SI_J,YQ
Srivastava & Worsley [26] have shown that under H.

the distribution of #P+D C-1) is a central F
distribution with r and n-p+1 degrees of freedom.
Thus, if (np_+1r)_£l_)_ is greater than or equal to
F e npery» then the null hypothesis is rejected, and it
cannot be rejected that the first 7 parameters are not
the cause of deterioration.

Based on the above explanation, the following
algorithm is developed to detect the parameters that
have caused the "out-of-control" signal

Cause Selecting Algorithm:
Step I: Calculate L (I) for all subsets that have
{(1), (p-1)} elements. Choose

LoD=Max(, ) ¢80 D Ine N (5

£0 to step II. Otherwise, stop.

Only the ith parameter requires attention.

Step II: Calculate L,(, j) for all subsets that have
{(2), (p-2)) elements. Choose

L,.(ij)= Max, (Lyij), If (”“"’*1”;“"‘ Gy)-1]

SFa, mp+1), 80 to step III. Otherwise, stop. Only jth
and ith parameters require attention.
Step ITI: Similar to step II, but test L (ij.k)

Step p: If the final L ...) test is NS (not
significant), all p parameters require attention.
Note that the numberofiterationsinthe al gorithm
is2P-1, whichincreases dramatically as the number of
parameters in each stage increases. However, in
practical situations, p is restricted to values around 3

or 4 and this does not cause any difficulty.
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The above algorithm was applied with a
significance level of =0.05 to aset of data generated
from amultivariate normal distribution with different
parameters. The algorithm responded effectively as
the values of some parameters consciously changed.

Phase 3: Detecting the out of conirol stage
Inorderto analyze dependent productionsystem, i.e.,
systems in which the quality of the current stage,
depends to some extenton the quality of the preceding
stages, Zhang [23] proposed two kinds of quality: (1)
Total quality: contributed by the current stage of the
operation and all of the preceding stages, and (2)
Specific quality resulting from the current operation
itself, not including the influence of the preceding
stages, hence it is only a part of total quality. The
fundamental thinking is to compare these two kinds
of quality at any operdtion. The key point, as Zhang
demonstrated, is how to measure or judge these two
kinds of quality. He proposed two kinds of control
charts: the Shewhart chart for the total quality and-the
cause-selecting (cs) chart for the specific quality.

In this phase a cause-selecting chart divides the
assignable cause furtherinto the controllable part and
the uncontrollable part. Forexample, the effect of the
preceding stage may be taken as an uncontrollable
assignable cause and those assignalbe causes
specifically belonging to the current stage itself may
be taken as the controllable assignable causes.

Suppose, in general, the quality index to be
controlled, y,, has a normal distribution with a mean
of u, and variance of o? and there are some causes
(chance cause and the uncontrollable assignable cause)
such as x, that the parameters of y, are under the effects
of the uncontrollable assignable cause by the following
functions:

Wi = F(xi) ; of =G (xi)

These functions may be found by regression. Thus
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the observed value of the quality index has a family
of normal distribution and the following
transformation may be proposed to transform y, into
the cause selecting values y_, with a standard normal
distribution:

Yesi =yi_-‘l£ (13)

o7

where its parameters are independent of the suffix, i,
under large samples if the estimated values of g and
o are used. Now, whenever there is a controllable
assignable cause, a cause selecting chart can be used
to indicate any abnormality. In special cases where
G(x,) is constant, Zhang [23] obtained the control
limits of this chart.

Based on the idea given in the preceding
paragraphs, suppose the quality index, the value of
Hotelling T? of the current stage in each subgroup,
has a linear relation with Hotelling T? of the previous
stage as:

2
Tewrem =00+ ﬁ T_Eriar + & (14)

where £ has a normal distribution with a mean of zero
and a constant variance. Using the set up data, the
estimated regression parameters (a,b) in phase 0 of
the algorithm were calculated. As a result, for each

current stage there will be:

Tforew =G+ b Tovior (15)

Then if T is defined as:

A2 2
TD = (Tr:urrem' - Tcurrent) (16)

Sd

; ! 2 ’
where S, is the sample variance of Tewren in the setup

phase, the absolute values of T greater than or equal
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TABLE 1. Decision Criteria for a 2-Stage System.

Case Prior Stage Current Decision
Stage
1 In Control In Both stages are In
Control Control
2 In Control Out of Only current stage is
Control Out of Control
3 Out of In Only Prior stage is
Control Control Out of Control
4 Out of Out of If the value of T, is
Control Control large enough, both
stages are Out of
Control: Else only prior
stage is Out of Control
and we have a "not
controllable cause" in
the current stage

tot,, ., can show the current stage to be an out of
control stage (“a” denotes the number of eliminated
subgroups is phase zero of the algorithm). Otherwise,
the large value of Tr:zwrem is under the effect of the
process input that comes from the previous stages.

Insummary, the situations and the dercision criteria
in a 2-stage manufacturing system are given in Table
1.

From Table 1 it maybe seen that considering cases
3 and 4 is not necessary. However, in many
manufacturing systems, the production process is
continuous and the quality tests are time consuming.
In this case, before the results of the tests are known,
the product is being processed in the next stage. As a
result, while the current stage is in or out of control,
the previous stage might also be out of control,

A Computer Software for Application of the
Algorithm

A computer software has been developed for the
application of the algorithm. This software, with
database, computational, and graphical features, is
named MVQCS(Multi Variate Quality Control
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Sofware) and is programmed on the Visual Basic
(VB) Programming Software. The reasons for the
selection of VB are that, not only it runs under
Windows, and therefore takes advantages of graphical
capabilities supported in Windows, but also can
interface with MS Excell 5.0 to do the database and
computational tasks intended in the MVQCS.

To apply the software onamultivariate multistage
manufacturing system, the user must take two basic
steps. In step one, which is called the setup step, the
user is questioned to type information regarding the
number of stages, names of the stages, number of
parameters in each stage, and number of samples in
each group of data. Then the historical data from an
under control system is entered and at the end the
software does the estimating of the vector mean, the
variance-covariance matrix and the regression
parameters. Step two, which is called the run step, is
performed in three differentprograms. Firstin runtime
entry the information regarding the values of the
parameters corresponding to a specific group of data
in a specific stage is entered. At this point the stage is
tested for being in or out of control. If it is out of
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control, then in the cause selecting program, the
parameter that caused the out of control signal is
detected. Finally, if two subsequent stages are both
out of control, in the mulfistage control program it is
decided that which one of the stages is out of control.

Numerical Example

Consider a two-stage manufacturing system with two
parameters in each stage. Sample data for 20
subgroups, each containing 3-sample value of
parameters number one and two in stage one (X 1;) are
shown in Table 2. These data along with the hand

calculations for estimating the vector mean, the
variance-covariance matrix of the vector mean, and
the T2 values are taken exactly from the text written
byRyan [14]. Also the sample values of the parameters
in stage 2 (X») are generated using data from stage
one by:

Xy=2X;+Y, Y=Nomal (0, 1) €17)
Table 2 shows part of the data. Note that the sample
values of the parameters in stage 2 are correlated with

the ones in stage one and the i.i.d. standard normal

TABLE 2. The Setup Data.

Stage Group | ParameterpSample | Value Stage Group Pal;ameter Sample | Value

1 1 1 1 72 2 1 1 1 144.846
1 1 1 2 84 2 1 1 2 169.799
1 1 1 3 79 2 1 - 3 159.403
1 1 2 1 23 2 1 2 1 46.1874
1 1 2 2 30 2 1 2 2 59.7094
1 1 2 3 28 2 1 2 3 55.7264
1 2 1 1 56 2 2 1 1 113.028
1 2 1 2 87 2 2 1 2 175.071
1 2 1 3 33 2 2 1 3 62.0270
1 2 2 1 14 2 2 2 1 28.8599
1 2 2 2 31 2 2 2 2 63.1718
1 2 2 3 8 2 2 2 3 16.2314
1 3 1 1 55 2 3 1 1 109.064
1 3 1 2 73 2 3 1 2 145.118
1 3 1 3 22, 2 3 1 3 43.7498
1 3 2 1 13 2 3 2 1 27.1893
1 3 2 2 22 2 3 2 2 44.0765
1 3 2 3 6 2 3 2 g 12.0819
1 2 35 69.1943
1 2 2 38 2 76.5110
1 41 2 3 82.2136
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variates are generated using:
Yi1=Y-2Ln(U) Cos 27 Uy
Yo=Y2Ln (U) Sin 2 7w Uy) (18)

where U, and U, are two i.i.d. uniformly distributed
variate on (0,1).

The data from Table 2 were entered and the setup
calculations were made by the MVQCS. Then the
values of the T? were estimated for both stages (those
of stage 1 were exactly the same as the ones estimated
in the text). Figures 1 and 2 show the results from the
setup phase. From the figures, it can be seen that
group number 10 in both stages is out of control. This
group were eliminated from the setup calculations.
Hence, based on the other 19 groups the vector mean
and the variance-covariance matrix for each stage
were estimated and are shown in Tables 3, 4 and 5.
These values will be used later in the other steps of the
algorithm,

In order to test the algorithm, to the value of
parameter 1 of the group 4 in the first stage, a value
equal to the 3s were deliberately added, without
altering the value of parameter 2 in this stage or the
valueof parameter 1 instage 2. Applying the computer

software all of the three parts of the algorithm-

responded effectively and this change was detected
and the cause was only parameter numberone, Figure

{ ucL s *

Figure 1. T* values of the setup phase in the first stage.
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TABLE 3.Parameter Means Estimated from the Calculations.

Stage Parameter Parameter Mean
1 1 60.375
1 2 18.4875
2 1 121.1966
2 2 37.13693

TABLE 4. The Variance-Covariance Matrix of the First

Stage.
Stage 1 Parameter 1 Parameter 2
Parameter 1 222.0333 103.1167
Parameter 2 103.1167 56.57917

1 ucL 2

TABLE 5. The Variance-Covariance Matrix of the 2nd
Stage.

Stage 2 Parameter 1 Parameter 2
Parameter 1 963.1572 420.0222
Parameter 2 420.0222 221.3535

3 shows the values of the statistic for group number
one to twenty in the setup phase. From the Figure it
is clear that subgroup number 4 is completely out-of-
control. Also Figure 4 shows the values of the statistics
for the 20 subgroups in the phase 2 of the algorithm
for this change. Although the data are the same, but
the UCL in this part of the algorithm is greater than

Figure 2. T? values of the setup phase in the second stage.
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Figure 3. Values of the statistics for the first type of change in the
first stage.

UCL fromeressemsessssssssansrsmmanasnssnes T

Figure4. Values of the statistics for the first type of change in the
second stage.

Figure 5. Results of the cause-selecting algorithm.

the UCL in the setup phase, and this is expected as it
was stated previously. Besides, Figure 5 shows the
results of the cause-selecting algorithm,
Furthermore, to each value of parameter number
one of the group 5 in the first stage the value of 2s

were added and a value of 1s were subtracted from the

200 - Vol. 10, No. 4, November 1997

values of parameter number 2 in this stage. In this
case the phase 1 of the algorithm responded effectively
and both parameters were detected as the cause of
deterioration. Figure 6 shows the results. From the
figure, itcan be seenthat groupnumber 5iscompletely

out-of-control.
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Figure 6. Values of the statistics for the second type of change in
the first stage.

Application of the Algorithm to the Real Data:
At this point the algorithm was applied to the real
data from a detergent-making company which is
one of the five major companies in Iran in this filed.
Although this company has a well-equipped quality
control laboratory, hut never was a statistical
quality control procedure used. The process in this
company has seven major steps in each of which
there are some  quality characteristics to be
monitored. Forexample, in the Solfunation process
four correlated parameters are of high importance
and are monitored; free oil percentage, color, acidity
percent and the acidity number. The standard
range for these parameters are (9%-15%), (65-70),
(96%-98%),and (1.1-2.1) respectively. The quality
control section of the company samples the
produced acid in every hour of the operation.
Then they record the result of the testsin a
personal computer using Quatro-Pro computer
software. Note that the acidity number is calculated
from the acidity percent by a deterministic
mathematical formula (assuming fixed purity of
acid). Hence  while the acidity percent being
considered as a quality characteristic, the acidity
number cannotbe considered as a separate parameter,
since all of its variations is considered in the acidity
percent.

The data for the four months of the operation in
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1373 (Aban, Azar, Dey and Bahman) of this company
were considered in this project. These data then were
re-structured in a form suitable for the software. The
data for the first 19 days of Dey were considered as
the data for the set-up phase and entered in the
designed software. The results of the company's test
on the above three parameters in each day were
considered as a subgroup. Then the algorithm was
run on these data. Figure 7 shows an interesting
and surprising result. Almost all of the subgroup
means are showing 1o be out-of-control, even
though these subgroups were used in the setup
phase. First it was thought that the algorithm did
not work well. At this step, to further test the
software, multinormal random variates were
generated. The results, which are discussed in the
next part, show that the algorilhmrdid work well.
Then the population from which the data were
gathered was tested for normality. To do this we
applied the Excell 5.0 software and plotted the
observations. Figure 8 shows the result. From the
figure it can be seen that the observations almost
come from a bimodal normal distﬁbution, and
since the whole algorithm is based on the
assumption of a multi-normal distribution, the
algorithm did not work well. Further investigations
onthe data were made at this point and it was
found that the data from the month of Dey were
collected from a different plant of the company,
while we used those data in the setup phase and
tested the other plant of the company. This
process shows how important the data in the setup
phase are.

Then the data from the month of Mehr was
considered as the setup data. This time using the
plot, the data were tested for normality. Figure 9,
10, and 11 show the result for the three quality
characteristics. Again Figures 10 and 11 show the
pattern in a multimodal normal distribution.

Figure 12 shows the results obtained from the
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Figure 7. Values of statistics calculated based on the company's test.

65 69 73 77 81 85 89 93 97 More

Color

Figure 8. Color plotted observations during month of Dey.

software on these data. From the figure it is
clear that most of the subgroups are out-of-
control. Further investigation revealed that in the
period of data collection there were two different
laboratories to produce the acid and hence there
were two different kinds of acid production. This

investigation caused the company to reform its
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%Free oil

Figure 9. Free oil percentage plotted observations during month
of Mehr.

quality control strategy and from then on they decided
to test the row materials. However, since there was
not an effective way to separate the acid from the
different productions, and hence there were no
available real data, the multi-stage part of the
algorithm was not applied to this process.
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Figure 10. Color plotted observations during month of Mehr.

Application of the Algorithm to Simulated Data:
This part of research was originated from the facts
stated in the previous part, where we found some
difficulties in the application of the algorithm to the
real data. At that point it was suspected that the
algorithm might have some pitfalls. Hence, simulated
data were used.

In order to test the algorithm, one hundred groups
of multinormal variate (four variables), each group
containing five samples were generated using the

following parameters: [27].

10.0 15.0 7.5 5.0
15.0 50.0 4.0 4.0
7.5 4.0 50.0 10.0
50 4.0 10.0 10.0

p=[50, 125,170,201 ; £ =

The generated data were used as the data for the setup
phase and the following population parameter were
estimated at this phase:

X=[49.66, 124.75, 169.75, 19.81]"
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@ Frequency

100

80

1.75 1.78 1.81 1.84 1.87 1.90 193 196 193 More
Acidity No.

Figure 11. Acidity number plotted observations during month of _
Mehr.

Figure 12. Values of the statistics calculated for the observations
in month of Mehr.

986 1472 6.78 5.89
1472  48.04 250 6.85
6.98 2.50 48.27 10.44
5.88 6.85 10.44 11.40

S=

Figure 13 shows the results of the setup phase. Except
subgroup number 3, 40, and 56 the remaining
subgroups are in-control.

Subgroup number 56 is deleted from further

consideration and the final calculation is made with
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Figure 13. T? values of the setup phase for the generated data.

the information of the other subgroups and the
following parameters were estimated as this point:

X= [49.68, 124.85, 169.79, 19.84]"

9.87 1480 7.04 5.83
14.80 48.28 274 6.97
7.04 274 47.89 10.27
5.83 697 10127 11.27

S=

To determine the power of the algorithm, the data
in phase 1 of the algorithm was manipulated in three
different ways. In the first way, a value of 2 was
added to the value of the second parameter in each
sample. In the second way, a value of 2c was added
to the value of the first parameter and a value of 1o
was subtracted from the second parameter in each
sample. Finally in the third way, a value of 16 was
added to the value of every parameterin each sample.
The results using 95% confidence are shown in
Figure 14. From the figure it can be seen that the first
and the third subgroups are both out-of-control but
the second subgroup shows to be in control. To
determine the cause of deterioration (phase 2), using
95% confidence, the cause selecting algorithm worked
very well and in all of the subgroups detected the
parameters which caused the out-of-control signal.
Figures 15, 16, and 17 show the results.
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Figure 14. Values of the statistics for the manipulated data.

It should be mentioned that in the second subgroup
while the T? Statistics could not distinguish the out-
of-control situation, the cause selecting algorithm of
this project found the process to be out-of-control and

determined the cause of the deterioration.

SUMMARY AND CONCLUSION

Inidustrial quality control literature, the multi variate
problem and the multistage problem, together, have
not been previously investigated. In this paper,
assuming that the process, which is to be monitored,
possesses a multi variate normal distribution, we
developed a multi variate quality control procedure
in which there were several correlated stages in
production systems and in each stage there were
several correlated control variables. In this regard,
the Hotelling's T* Statistic first has been applied to
test the out-of-control stage. Then, based on the
Murphy's method, an algorithm was developed to
detect the out-of-control variables in the out-of-control
stage. At the end, for the multistage processes,
applying the regression concept, anew procedure has
been proposed to evaluate the performance of the
present and the previous stage, when both stages are
showing out-of-control signals.

To examine the effectiveness of the proposed
method, acomputersoftware then has been developed.
This computer software is called MVQCS and is
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Figure 16. Results of the cause-selecting algorithm for subgroup 2.
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Figure 17. Results of the case-selecting algorithm for subgroup 3.

programmed on the Visual Basic Programming
Language. Then, the proposed method was applied in
three different situations. In the first situation, we
used a numerical example along with its calculations
(Ryan) and then we applied the algorithm to the
example and reached the same results. In the second
category, we applied the algorithm to the real data
and unfortunately due to the lack of properinformation
could not run the phase three of the algorithm. Finally
in the third situation we used simulated data. Results
show that while sometimes the well-known T2 statistic
could not find an existing out-of-control situation,
the proposed algorithm not only found the signal but
also determined the cause of deterioration.
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