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Abstract

This paper deals with the development of a computer model for flood routing in narrow rivers.

Equations describing the propagation of aflood wave in a channel-flood plain system are presented and solved
using an implicit finite difference scheme. Particular emphasis has been given to the treatment of the friction

term in the governing equation of motion.
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INTRODUCTION

Computer models of flood events in natural water systems
are based on the formulation and solution of appropriate
hydrodynamical equations of continuity and motion. The
general shallow water equations describing the propaga-
tion of a long wave in a narrow channel are well known in
hydrodynamics. However, before the direct application of
the general cquations for real cases. the special flow
conditions in any water system should be considered. In
narrow rivers, the bed conveys the flow of water predomi-
nantly in one direction and the motion is effectively one-
dimensional. Inaddition, the relatively low cost of the one-
dimensional flood routing model in terms of gathering
necessary hydrographic data and computer simulations

has made this approach the most commonly adopted
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technique. However, as the flood wave moves along the
course of a narrow river at places where the land morphol-
ogy allows, water spills over the river banks and floods the
adjacent plain. Such flow is not strictly unidirectional and
the use of a purely one-dimensional model for its simula-
tion mutst involve a great deal of care. In the present work
we describe a one-dimensional food routing model which
is based on a definition of the roughness coefficient. in the
friction term, as a composite factor.

In addition to the representation of the resistance o
flow within the main river channel, this composite factor
also incorporates the firction caused by spilling over the
channel banks and motion of water on the flood plain. We
present prototype outputs generated by the computer mode!
for naturally occurring and synthetic 1Toods in & tarrow

river. Comparison of these results with the observed data
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shows that our method effectively copes with various

SHUALOBRS.
MATHEMATICAL MODEIL.

The model is based on the rathematical integration of the
following hydrodynamical equations of continuity and
motion;
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where in S.1. units

Q= discharge (=AU)

h= Water surface elevation with respect 1o datum

B= breadth of water surface
A= cross-sectional area of flow channel | ydrographic data
H= hydraulic radius of tlow channel

n= Manning's friction coefficient

S= watcer salinity

{,= tributary discharge

g= acceleration due to gravity

x,l= space and time variables respectively

U= depth mean velocity

Equauons 1 and 2 describe the propagation of a flood
wave n a tidal river [1]. The friction term in Equation 2 is
written partly in terms of the magnitude of discharge to

cnsure the representation of the resistance always n the
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h(stage) is given withrespect to adatum in order to include

the river's depth and its bed slope.

Numerical Scheme

The system of non-linear hyperbolic partial differential
equation of 1 and 2 is too complex tor any analytical
solution. Numerical solutions based on finite difference
and finite element methods are developed by various
mnvestigators, for example see 2] and [3]. The advantage
of the finite element method over the finite difference
schemes in handling geometrically-complicated flow do-
mains is not relevant in a one-dimensional analysis. Fur-
thermore, since there is no mathematical justification tor
adopting a complicated finite element approach [4], we
have used a four-point implicit finite difference scheme as
is shown in Figure 1.

After division of flow domain into different scgments
according to this scheme at a point P a function f= f(x,t) and

its temporal and spatial derivations are given by:
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Higure 1, Computational scheme
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where time weighting factor 8= ( At’/At) [5]. Equations 3
1o 5 represent adissipating scheme and theoretical stability
analysis of linearized hydrodynamical models based on
this technique show that for (0.5<8<1.0 it 1s uncondition-
ally stable [6]. Application of the four-point implicit
scheme to the governing Equations of 1 and 2 results in the

following working equations:

g+l g+

oo G I A - G2=00 (6)
Wl -Gl 07 Ga=00 ™

These algebraic equations relate the prime unknowns
ofhand Q at the boundaries of every segment. Coefficients
G,,G,. G, and G_ are relations in terms of space and time
intervals, hydrographic data. roughness, salinity and the
values of the prime unknowns at the old and new time
levels. The exact forms of these relationships adopted in
the present model are:

_(A0n O BL B A0, (-0 (Bl +B) (g

3)
4 BA!
(/11+1+/1) (Qm 0) 9)
G — ( ()m

3 j4‘1

QOMIOAL + AT+ (1-6) (a2, +A))]

J+

L4194 -0/ 1-8 @ -0))]

glO AL +AlM 4 (-0 (AL, +aD1?

S+l g j+l

201040 A (-9 @l - 4)I<Q,+1+Q, )

j+l

el0AS+ar a-g@l, +a)r

g+

A(1-9) 1000 -A"+ (1-6)(AL, - A)](Q,H+Q)

g10@A+AT+ (-9 Al +a))

Journal of Engineering, Islamic Republic of Iran

J+l j+]

W+ 1) @, 10Q) + )+ (-0, + 0!
i+

+ —
Ao AL + A+ -0AL, +A,’>r[-2"- f;‘ i L g v

(10)

(AX),,, (erﬂ + Qj
j+

gOA (BAL + A (AL, v AT

G=- l:(m h)+

4

S+l

CHOWQL -0 -8, -0 -], +0)
OI8A + A+ (1-O@AL +A )

el

L2 02 QL +O) 18 A (-], A
g+l

gBlOUY + A +1-9@l,, +A))

j+l

A (-6 16Q 5 +Q) + 1D (QL, + 0D +1)) QL +0))
46167 +A’*‘)+<t-w,”+A3)12[2ﬁ<u”‘ ot e Lot ] T

15[6 I <H,+;+H.’J] S -sh

o400+ 1557, -57)

(rn

The presence of the new time level values of the prime
unknowns (i.e. A"*' and @™") and the hydrographic data
(t.e. A+, B and H*') in Equations 8 - 11 reflect the non-

linearity of the mathematical model.
Solution Algorithm

The developed solution algorithim has been described
elsewhere [7] and 1s only summarised here. The low
domain is divided into segments of variable length. Bound-
aries of the segments in practical cases are sclected w©
coincide with locations where the hydrographic diata are

collected and the water levels and discharges are recorded.
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Starting from t,= 0 and assuming Q'= 0 and h'= bed level
everywhere except the upstream and downstream bound-
aries 1.¢. cold start, a set of non-linear algebraic equations
is constructed using the working Equations of 6 and 7 for
all segments. The prescription of the boundary conditions
makes the derived set of equations determinate. The bound-
ary conditions for flood routing in a tidal river systems are
usually the recorded flood hydrograph at the upstream end
and the observed tidal stage at the downstream end. The set
of equations isthen solved using a band-solverroutine. the
non-linearity is treated by iterations using successive sub-
stitutions over each time step. The entire algorithm is
iterated over three tidal cycles to make sure that the
obtained solution has completely converged and the ef-
fects of the numerical noise caused by the cold start is

damped out.

APPLICATION OF THE MODEL TO FLOOD
ROUTING IN THE RIVER TEES (U.K.)

The river Tees in the North East, U.K., flows in a general
casterly direction, from the Pennines to the North Sea, see
Figure 2. We have applied our developed model to simu-
late flood conditions in the upper parts of this river,

between Low Moor and Yarm a distance of 12 km; Figure

North Sea

Tees Dock

STOCKTON

MIDDLESBROUGH

2

Low Moor Yazm

/Z/I;_o—v Horsall

Figure 2. River Tees
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2. The first step was the calibration and validation of the
computational model using a number of past flood and
tidal events of known magnitude. It is apparent that the
river-bed roughness coefticient, Manning’s "n” in the
firction term of the equation of motion is the central factor
in the calibration and validation stage of the model devel-
opment. The situation is especially complicated since in
the upper parts of the river, beyond the limit of the tidal
reach at Low Worsall, extensive flooding 1s caused by
fluvial floods. In the present investigation the roughness
coefficient was taken as consisting of two parts, the first
representing the main channel friction and the second
representing the flood plain fricion. When the water
surface was confined to the main channel then the friction
coefficient was taken as n_but when the water surface
covered the flood plain the coctficient n, was introduced.

The composite friction n was taken as:

BC (X,/’l) e (x,h) +B 'l'(xsh) - B(r (Xsh)
I}Y'Cx,h) liT(x’h)

nix,h) = np(xa,h)

(12)

where B = channel width,

B.= channel width + flood plain width

After the initial selection of n_and n, values for each
cross-section at any stage, the latter were altered by a
process of optimization in order to achicve the best pos-
sible agreement between the computed and observed wa-
ter levels. This optimization process is somewhat con-
strained since there are limiting values for the roughness
coefficient at all cross-sections in the river. The optitnum
roughness factor for river sections n_, was found to vary
between 0.016 to 0.029, and for the flood plain n, varied
from 0,02 to 0.030. These values fall within an acceptable
range for a typical British river-estuary system. The ob-
served and computed water levels for the calibration event,
spring tide of 23rd November 1988 at Tees Dock together
with a typical hundred year flood, 23rd March 196¥
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hydrograph, at Low Moor. is shown in Figure 3. The level
ol agreement between the two sets of results suggests that
the developed friction factor distributed along the river is
acceptable. This is confirmed by the study of the result of
the verification event shown in Figure 4. Following the
verification, the model was used to predict the extentof the
fTooding in the upper parts of the Tees river. A series of
simulations based on the synthetic 10, 40 and 100 yez

flood hydrographs at Low Moor routed for 12 km in the

upper Tees is shown in Figure 5.
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Figure 3. Calibration event (spring tide co-incidental with 100
year flood)
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Figure 4. Vcrification event (spring tide co-indidental with 1963
flood)
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Figure 5. Flood routing in River Tees

CONCLUSION

The investigation has shown that the developed numeri-
cal model can be used to predict maximum levels of future
flood events in a one-dimentional river-estuary system.
The successful application of the model to any particular
system largely depends on the careful sclection of the
roughness coefficient distribution during the model cali-

hration.
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